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xfun::session_info(packages = c(
"ggplot2", "gganimate", "ggrepel", "ggridges",
"patchwork", "shiny", "plotly", "digraph",
"tidygraph", "ggraph", "dplyr", "purrr", "tidyr", "httr",
"data.table", "rsconnect", "knitr", "rmarkdown", "gt", "DT",
"showtext", "gifski", "tinytex", "magick"

), dependencies = FALSE)

#> R version 4.5.1 (2025-06-13)
#> Platform: aarch64-apple-darwin20

#> Running under: macOS Sequoia 15.6.1


https://quarto.org/
https://rmarkdown.rstudio.com/
https://pandoc.org/
https://quarto.org/
https://ctan.org/pkg/sourcecodepro
https://ctan.org/pkg/fandol
https://fonts.google.com/
https://github.com/rstudio/gt

Locale: en_US.UTF-8 / en_US.UTF-8 / en_US.UTF-8 / C / en_US.UTF-8 / en_US.UTF-8

Package version:

data.table_1.17.8 dplyr_1.1.4 DT_0.34.0 gganimate_1.0.11
ggplot2_4.0.0 ggraph_2.2.2 ggrepel_0.9.6 ggridges_0.5.7
gifski_1.32.0.2 gt_1.1.0 httr_1.4.7 igraph_2.2.0
knitr_1.50 magick_2.9.0 patchwork_1.3.2 plotly_4.11.0
purrr_1.1.0 rmarkdown_2.30 rsconnect_1.5.1 shiny_1.11.1
showtext_0.9.7 tidygraph_1.3.1 tidyr_1.3.1 tinytex_0.57

Pandoc version: 3.6.3

LaTeX version used:

TeX Live 2025 (TinyTeX) with tlmgr 2025-05-13
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R EFAEGITEIE A SCER R ERRE, 448, Python iEF WA, IFRPER Julia IHFHE
RAF. RIEFEGOITEIET R THE IR RSN, TEk, RABBRRFENBIZIE, RIFHAR
AL IEF T H, AR @ datasets ] %didE PlantGrowth S, —fdt, RRBIRMD TS
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boxplot(weight ~ group, data = PlantGrowth,

ylab = "4 FE", xlab = "4A")
spineplot(cut(weight, 2) ~ group, data = PlantGrowth,

ylab = u;tﬁ%:l:ﬁu’ xlab = néﬂn)
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P B 38 T B 8 — AR IR R O , T DA SO AR AR B 3 HE 2N 7 9 F o il cut O
BRI B 1 K BB 2 A i weight 7347, AR (control, 5 ctrl) RPN L5 4] (treatment,
/%Emﬂ%ﬁﬁﬁ%ﬂﬁﬁﬁﬁﬁﬁﬁo

\dat <= transform(PlantGrowth, weight_bucket = cut(weight, 2))
aggregate(data = dat, weight ~ weight_bucket + group, FUN = length)

@ #> weight_bucket group weight

#> 1  (3.59,4.95] ctrl 4
#> 2  (4.95,6.31] ctrl 6
#> 3  (3.59,4.95] trtl 8
#> 4  (4.95,6.31] trtl 2
#> 5  (3.59,4.95] trt2 1
#> 6  (4.95,6.31] trt2 9
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3. RIEE AT SR AR, BORRE. BE. LB, WTHERR AT, RS BT
e
4. B ARG T4 SO B A, B 2R . SOREE . IRl . s 1RO A DU R I
HEZRI 5.

ABRELLN?

ARATEGIE NS AR T AT H4E

o (BURGLIHIAIEY (XM, WachE, M= 2021) PRHERGIHRER R AN, RIEEENEKRE
1
o (R in Action) (Kabacoff 2022) #R#g AT, SR BENE S HIZK.
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ERIR S AT BT,
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MR, BEREE. SR (AR, SRICIEAL PAE LAY Kot b B
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https://www.census.gov/data.html
http://www.stats.gov.cn/

f
ﬂn\4

PR, EWNARALZH, i RT3 R By 4 fl 0% .

KM uh IR AL B R AE . i GitHub JFicidE£E%1 3 awesome-public-datasets, kaggle B uf4
P EIE 73 5 58 S A Rl 4 «

R N EHIEE, CRBRMEMLE, i spData I £ TR L 23 6 G4 T 54 .
Rdatasets B 2Uidey 1900 NdELE, £k H CRAN AR R 4.

—28 R BRI T D, intidyBAE®R] AR VYA A T Al . WDI af AR
B FHRA T E R


https://www.shihang.org/zh/home
https://www.cdc.gov/
https://github.com/awesomedata/awesome-public-datasets
https://www.kaggle.com/datasets
https://github.com/Nowosad/spData/
https://github.com/vincentarelbundock/Rdatasets
https://github.com/rOpenSpain/tidyBdE
https://github.com/vincentarelbundock/WDI
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HE/Ny e BURHE AT .

A A SR o T S R A 2 DU AR 4 -

(1) Zdmiie e MtE B
(2) BARHERAIHT
(3) Kt BIAIRE
(4) HHEAZ MR -

XTI, MR SRR AR, Wt . EREAINN R MR 3. IR HISE R G
BRI SEEORN AR BTN, AR BRI N AR E AR R i
. BRI, S

Design Principles for Data Analysis) {ERHE TSR, $RPRIBOTESE, FEMEok i) e,
BRARARRIT S WETT BT o AR BR A (Bl Ay 27738 ) e, TR TARR S 7 TH
AITERE, AU MR A A B, T ELSZ W oA T 2 RO AR . A A T DA AR 2
— BB BB T, BRI R AL

2015 4F (Bly b A FEREH L (Estimating the reproducibility of psychological science), 1578 T
H B OB2E ) W A P, W EA PR BRI 1 YT, B R i @R R AR R —EE,
A E S MR A A ) R SROBORBOR . AE LSRR A b, AP R R OB S RIS i BoR
B, BFEEERIRIG. BAmig vt BRI AR, BORRRF T, BRI SE RRE, AL
AN R

ARk, ROEF KA A U & 77, #5512 RStudio 24 5] M HATRER ™ ke . Ei 3R
TR, A geplot2. dplyr. tidyr. purrr KB4 tidyverse Z¢0f . B ANV I m, A
Shiny. Quarto, flexdashboard. R Markdown. #¥EERBAIMREE, A tensorflow, keras. vetiver,
plumber J#A™ tidymodels Z280% . fl TARRESIT T, $A0F280 R 4, SCRRERIREER EHE
9KXzly, sparklyr 5 Apache Spark MEESEHIMBEIRALEE, renv SEI RGN R A HRAE B,
reticulate {5285 Python 882, JFp AVFZ Python # XA . i0A — R 5 BIE tidyverse #it
JE N E R A HEZE . Eefn DrWhy ., mlrdverse, easystats. tidymodels. fastverse. healthyverse, fable
£


https://github.com/tidyverse/tidyverse
https://github.com/tidymodels/tidymodels
https://github.com/sparklyr/sparklyr
https://github.com/apache/spark
https://github.com/ModelOriented/DrWhy
https://github.com/mlr-org/mlr3verse
https://github.com/easystats/easystats
https://github.com/tidymodels/tidymodels
https://github.com/fastverse
https://github.com/spsanderson/healthyverse
https://github.com/tidyverts/fable
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RStudio 24 FITEMOEIE I HTHARNR, SRt FIffor 58, MAekeE s, WEinE mEs, Bt
. 2005 4 Rigby R. A. fil Stasinopoulos D. M. gamlss {1, https://www.gamlss.com/ & E*¥f— 2%

! ,éjﬁfr B, ISR LM, 7 SCRMER GLM., )7 SCAr iy GAM., 2R AU LMM., T

SCERMER AR GLMM., 7 SCRTIR AR A GAMM g AGE— 1) UM ZUAEZL R (Rigby

\%]] Stasinopoulos 2005). 2009 4 Havard Rue JF ZINLA 41, 258 gamlss 4, [AFE2EE— RIS

©

TR, G A— ST 3T DU A B S SR TSN T, R ] T2 MG, i
I, https://www.r-inla.org/,

Bm TR sy

AR 2 EARER A T — AT B, BRI 2 H AP H—R R Explore, H—
2 f#FE Explain.,

TR MBI, iR B A AT S . IR AR A @, AT H i A —
PR, REE TR, R 2t F e . TREER A . RORARE, BRSO, ROl
RAMIZ A B T E AL Jn A AT B GE R L, SEIRSENL. e, JOR, R T8k
HriA N LB AR R R L R b AL R BOA R R R BB

Wl T A il i T AR P 2 R R o Bl , A @ AE B EROR RS, FAnEOR A, A

TSR €7 oy (1N W I S 1 ) Rt €7 /O o 1D0 6/ 2 o o Kl =/ U 51 ok /SO el
AL R HA . ARG EdE, B IREUE B .

W TiEBE GG LA (Base R / grid / lattice / ggplot2) £:HIEE ($24k R RIS5LH), ®EEE (30+
ZFE L) ARRERIE (BESCEh T =) AA: LA S X, AR5k Fel 2% ] 5 2 ) A
REZBHBMEIICF L, WHREVERE RS, BT RSN, BIERRER. A, HAR
M, B2 BARRRE N AT AL, TH R G RN BT S518 7T BE 2 NIRRT, A0 AT BETE S0 IR
(Anscombe 1973),

datasauRus 17 (Davies, Locke, A1 D’Agostino McGowan 2022) N & T — 1 E#E4E datasaurus_dozen,
ERAT 130 THERE, ENTEME. SRS R T, Wk 2,0, 5
FRETM A & X WIERRHEZE, v, 0, RN R Y PEEFREZE, Bo, 61 REREIHHE 1
FIEEERIRR, R? ARBAEL SRR

y=Po+ Bz +e (1)

# 1: datasaurus dozen FHadE i —LEflAVEGETT RN LML M I 45 5R

THIRLE z o y oy Bo B R?
dino 54.263 16.765 47.832 26.935 53.453 -0.104  0.004
away 54.266 16.770 47.835 26.940 53.425 -0.103  0.004

h_lines 54.261 16.766 47.830 26.940 53.211 -0.099  0.004


https://github.com/mstasinopoulos/GAMLSS-original
https://www.gamlss.com/
https://github.com/hrue/r-inla
https://www.r-inla.org/
https://github.com/jumpingrivers/datasauRus

i1 9
%% 1: datasaurus_ dozen L) — SO MEGE T T AL 1 [n] )5 25 2R
%ﬁ*ﬁ% x Og 27 Oy ﬂO ﬂl R2
v_lines 54.270 16.770 47.837 26.938 53.891 -0.112  0.005
x_shape 54.260 16.770 47.840 26.930 53.554 -0.105  0.004
star 54.267 16.769 47.840 26.930 53.327 -0.101  0.004
high_ lines 54.269 16.767 47.835 26.940 53.809 -0.110 0.005
dots 54.260 16.768 47.840 26.930 53.098 -0.097  0.004
circle 54.267 16.760 47.838 26.930 53.797 -0.110  0.005
bullseye 54.269 16.769 47.831 26.936 53.809 -0.110  0.005
slant_ up 54.266 16.769 47.831 26.939 53.813 -0.110 0.005
slant down 54.268 16.767 47.836 26.936 53.850 -0.111  0.005
wide_lines 54.267 16.770 47.832 26.938 53.635 -0.107  0.004

WG REMELA R BN S, B B T i Bk, A AT DA R i AR Sk i H Toir il I
s 2 . UL, BANGETTEEU HOAE BEE N, REA ORI, AT TE ABA.

Kt TR Y B TR R B R LS AT, R @ BBt , oSk . PP AR
Ro HEEE 2 BURRE T AT 2 SR SR ARy I T RE R 1, B R? AT 0.004 % 0.005 2
8], KUHARAS AT G AL A1

I RA MEHRST R BUR, MAMARE, IRANEA LR, BRI SR T & . 72
BAREAZIEO T, AR R, FORER2nHeE, v A%, FRR. THpEss—
A, anscombe SR H R HAHER) Rt datasets, ‘B & PUHLE (25, v:),1=1,2,3,4, 10
% 2 FR,
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2% 2: anscombe Fi4E

F1H 24 B34 |

x1 yl x2 y2 X3 y3 x4 y4
10 8.04 10 9.14 10 7.46 8 6.58
8 6.95 8 8.14 8 6.77 8 5.76
13 7.58 13 8.74 13 12.74 8 7.71
9 8.81 9 8.77 9 7.11 8 8.84
11 8.33 11 9.26 11 7.81 8 8.47
14 9.96 14 8.10 14 8.84 8 7.04
6 7.24 6 6.13 6 6.08 8 5.25
4.26 4 3.10 4 5.39 19 12.50

12 10.84 12 9.13 12 8.15 8 5.56
7 4.82 7 7.26 7 6.42 8 791
5 5.68 5 4.74 5 5.73 8 6.89

MG T iR A AR A II(EL, 722 MR RO R B LT-2 Y, SEkn b, AFBIAUN
3 A R R Ry, AR YA 2 AR 225, HR S — B R EARAT 4
PARRL ARG 251 (Anscombe 1973),

VTR A5 R FATT 26— 20 S8 & AR IR, 28 = A sz B B AR B I, S8 DU LS dh
AACE A WAIUE, B2 A H H B A EE R

B Jeern Rz ing

Jeit e B AR R Y, SRR R R A RV, I T T Bk % 2 S
A5 BRI, R A& &R KT ] s BoER 2 25 8, fedbsim, RIS, mscEC A m
TR .

BRI F WAy s H— @M P 52 HREIE . FARMM A, K@ SO B
) HTML Zh7SM TSRy . PDF ([ #52030k . Office /A SCRY . T35 52 350 i i AR A0 9 T Sk,
THALR2AAEE S0, BRRIIITIESC. A A RERIRR . SCRIMER SR, ot LaTeX % PDF
MR 2 DOCX 30, R 1K S LKA R Sedt iy T H 2 752K

AT N HIEN A plotly WA KINERITALAK S ggplot2 MR PEMI R, HRAAHIER <.
BB, Wnacelal, BT AEZIE . HERESE, RENA RN, WSHESE . K
Brss.

B L HuN g DT WhlE RS I ERE, RN A HEHRIIRE, WslnEsdl. .
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gAML, BRI . B, R/ LERR CSS FI JavaScript JIiR, SCRF—2Ed mg
M E R NEE

B L EENE shiny WHIEH N RBAMRYE, aimoie . Emita. iedt . B H A,
HRM G BN — e BB, S5 /4327 Shiny W HITF A B BARE .
AT el R E A XS R Sweave, R Markdown Al Quarto =& AIfE TR, Hk 4

Quarto BYEAE I, 1 Markdown E:RlFI Pandoc RYE:AE, BEERIEM 750 504 HTML, PDF
A1 Office SCRYAG4FME
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O M =

B BN R

PR RAL (32 {78 64 7). ZHA, FAA. HIAAL, FUER (B, BURSRET M) &, dngs
AR, . B, 5 RMEORIES,

1.1 Zhido
1.1.1 o

c(1lL, 2L)

[1] 1 2

1.1.2 ZiM

c(TRUE, FALSE)

[1] TRUE FALSE

1.1.3 55

C("A", IIBII)
[l] IlAll llBll
1.1.4 HIgPY

c(as.Date("2022-01-01"), as.Date("2022-01-02"))

[1] "2022-01-01" "2022-01-02"

15



\ 16 %1 =, HESE

1.1.5  Frftim
EE?.

,,\ C(l,l.z)

/ [1] 1.0 1.2

\
© 1.2 Bilasit

1.2.1 e

P e e (] — 22

1.2.2  Hip%

e PIve S i it

1.2.3 %l

A LR AR R 2R

1.2.4 K

JLER A A& T AR

1.2.5 PF

1.2.6 ke

[FIZIHTCR BB —E, ARSI ICRIER A AR

1.2.7 ts

ts RTINS )P OVEdE, 2R B BRI . S B . RAERILAIT] . SRR,
AN ERT R ts O B> ts FEBURY I Ph I [E] P21 X &R

X <—= ts(
data = rnorm(100),
start = c(2017, 1),
frequency = 365.25 x 24 x 60,



1.2 ZIEsEH 17

class = "ts", names = "Time_Series"

)

ts() B start Fl frequency ZHUR KM, HIFHEE T BALR R, JEHEAEEREDIRIBA T
O AR . Horp 365.25 2 NEERR 4 4F A 366 K, YRR, B4R 365.25 K. B 1/ (24 * 60)
K(ED 1 480) REE—A S IRYIERTRIN @RS 1 80T, M2 AT Z] 2023-01-31
10:43:30 CST HIE, WIm DAE L SAEIYES 30 * 24 x 60 + 9 * 60 + 43 = 43783 434, N start =
c (2023, 43783),

PAREAE x B, B ts REURIS P IV BHERS G RS RAAIRZ I7IR, WIREL class )
. mode () Fl str() %ﬁﬂ?%ﬁ%ﬂ%ﬁﬁtﬁﬁ‘ FAB R BRI 51

# HIERA

class(x)
[l] Iltsll

# FHERA

mode (x)

[1] "numeric"

# KL

str(x)

Time-Series [1:100] from 2017 to 2017: -1.505 -0.296 -0.35 -0.626 -2.609 ...
PRAL start() Hl end () BT UAFISE R A] A5

c(start(x), end(x))

[1] 2017 1 2017 100

PR time () WIDARRAALELA b B[R] DX R] A 1 4 o

time (x)

Time Series:

Start = c(2017, 1)

End = c(2017, 100)

Frequency = 525960
[1] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[16] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[31] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[46] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[61] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[76] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
[91] 2017 2017 2017 2017 2017 2017 2017 2017 2017 2017
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K
BREK tsp () ATRARE ALY . AR
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[1] 2017 2017 525960



O M =

9w BRI

B SRR, H—28dhmiksE, H2Bn@g. Bnlis, AERmsE 3 OMesemsor,
PATEESS, PR, FARE P ROk AR, A EEWE A DS IO O MR, FHETEE
PR, SRR PR ST AHT, SETER TR, fEAE NPK (ZUE. BRAFIHIAL)
BEELETE LT, W/ N2y s, DARE SefECEL . sy, P2 HERM A RIEA B O/ App, AW
TR A . HPIAMER, W App BRI P AT RS, A M BE A A T A B ]
FHR ZHERps, AT B JE i S A P RS . BeAh, VR BURMAIEAREUR Y U LR 190 3l 5 1
R, A N ERNERG R R, FRAT, ERR MRS, XA, AR
BRI A, ARIA4ERMIE A, ARILAE APT IR X %A, HRETEAER A 2
W27,

BB A LT S . MR, MZZ AR A T, ET7. AL, HAA
5o TEESEMEAR AT, AIHRT AT SQL s et A F TR, MAFEIEERBEDE, &
Ve, PR A R BR5.

2.1 WARHBSCIR R

A Base R 414 LAl ok AN A T T AR

2.1.1 csv fk

/NB esv e, 7T Base R #2419 read.csv () BREGEEL. KA csv 304, 1] [ data.table |1 fread()
PRI, U sigma.csv fEifi—A> 83 4EMZ JCIE ST 2506 1

sigma <- read.csv(file = "data/sigma.csv", header = F)

sigma[l:5, 1:5]

V1 V2 V3 V4 V5
1 0.3805689 -0.0104468 0.0000000 0.0000000 0.0000000
2 -0.0104468 0.0071204 0.0000000 0.0000000 0.0000000
3 0.0000000 0.0000000 0.3791716 -0.0016400 -0.0016488
4 0.0000000 0.0000000 -0.0016400 0.3791785 -0.0017267

19



5 0.0000000 0.0000000 -0.0016488 -0.0017267 0.3791763

\ \\/\ 20 % 2 F. HERIR
]IL

2 1.2 xlsx X

/\
i \ \ readxl 3% xIs fl xlsx X, writex]l 5 xlsx, openxlsx i%/5 xlsx {4,

@ library(readxl)

cumcm2011A <- read_x1ls(
path = "data/cumcm2011A [ _Z(4E . x1s",
col_names = TRUE, sheet = "[fffF1", range = "A3:E322"

)
head (cumcm2011A)

# A tibble: 6 x 5
e Cx(m)' Cy(m)t VIR Mm) ThEEX

<dbl> <dbl> <dbl> <dbl> <dbl>
1 1 T4 781 5 4
2 2 1373 731 11 4
3 3 1321 1791 28 4
4 4 0 1787 4 2
5 5 1049 2127 12 4
6 6 1647 2728 6 2

xls 3CPF cumem2011A [M{PF _ #dE . x1s A2 TR, AR TAERARRSLEE, AR KEEE 5
FATIA AL E . XA DAL pRAL read_x1s ) BIZAL sheet il range K45 7E TARRA A FRAIL
TETAERTPIALE, S8 col_names fiE MR oA k.

2.1.3 arrow XfF
Apache Arrow 1 R 15 F 1 arrow @ H WAFR KB B E#AE . LANFERT S 8dis b PR 5%, Bl Soff
PR, BTG4 LA BEE A T AL A EE , geoarrow fLF sfarrow A& B Xt
K.

2.2 MEHREP A

MBS A BdE, el RSQLite 4.

2.2.1 RSQLite

PA RSQLite t N EAEEAE datasets.sqlite SyBll, NHRRERE . M PR A S A


https://github.com/tidyverse/readxl
https://github.com/ropensci/writexl
https://github.com/ycphs/openxlsx
https://github.com/apache/arrow/tree/master/r
https://github.com/paleolimbot/geoarrow
https://github.com/wcjochem/sfarrow/

OFH M=

2.2 MBI P FN 21

library(DBI)

# EHEHIEE

con <- dbConnect(RSQLite::SQLite(), system.file("db", "datasets.sqlite",
package = "RSQLite"))

# B KA

dbGetQuery(con, "SELECT * FROM mtcars WHERE cyl = 6 and vs = 1")

row_names mpg cyl disp hp drat wt gsec vs am gear carb

1 Hornet 4 Drive 21.4 6 258.0 110 3.08 3.215 19.44 1 © 3 1

2 Valiant 18.1 6 225.0 105 2.76 3.460 20.22 1 © 3 1
3 Merc 280 19.2 6 167.6 123 3.92 3.440 18.30 1 © 4 4
4 Merc 280C 17.8 6 167.6 123 3.92 3.440 18.90 1 © 4 4
# ZHRNEH
dbGetQuery(con, 'SELECT * FROM mtcars WHERE "cyl" = :x and vs = 1',
params = list(x = 6))
row_names mpg cyl disp hp drat wt qgsec vs am gear carb

1 Hornet 4 Drive 21.4 6 258.0 110 3.08 3.215 19.44 1 © 3 1

2 Valiant 18.1 6 225.0 105 2.76 3.460 20.22 1 © 3 1
3 Merc 280 19.2 6 167.6 123 3.92 3.440 18.30 1 0 4 4
4 Merc 280C 17.8 6 167.6 123 3.92 3.440 18.96 1 0 4 4
# Wi T E

dbDisconnect(con)

2.2.2 odbc

HT IR EER: (Open Database Connectivity, fajfx ODBC) #5#E, odbce 3R T —fhg—19
HERES FBAR AR S (Database Management System, fiifx DBMS) ) R 11, PATERERITH 1Y)
SQLite FHE MBI, N2 odbe W . Hoetede ODBC K4, #:4, A odbe fIEHFN{E AL
. TEar AT IAT odbcinst -3 FIAEKSHAC & SCIF L HALE .

TESCF odbeinst.ini BCEIKSIfFEE, N Tis B QIR A B, KT,

E¥i UK e B
Ubuntu [SQLite3]

Driver = /Jusr/1ib/x86_64-1linux-gnu/odbc/1libsqlite3odbc.so
MacOS [SQLite3]

Driver = Jusr/local/lib/1libsqglite3odbc.dylib

PAREE A RGN, RS E AT -


https://odbc.r-dbi.org/articles/setup.html

1%322 F 2 F. BIBKEI

[SQLite3]
> Driver = /opt/homebrew/Cellar/sqliteodbc/0.99991/11ib/libsqlite3odbc.dylib
’

[ FECHE odbe.ini BB EHRPEERES E. (W%, WIYEVEH %L dbConnect () ML)

\ [SQLite3]
Description = Test db
Driver = SQLite3
Database = /tmp/test
Timeout = 2000
library(odbc)

con2 <- dbConnect(odbc::odbc(), driver = "SQLite3",
database = system.file("db", "datasets.sqlite",
package = "RSQLite") )
# BB

dbGetQuery(con2, "SELECT * FROM mtcars WHERE cyl = 6 and vs = 1")

row_names mpg cyl disp hp drat wt gsec vs am gear carb

1 Hornet 4 Drive 21.4 6 258.0 110 3.08 3.215 19.44 1 © 3 1

2 Valiant 18.1 6 225.0 105 2.76 3.460 20.22 1 0O 3 1
3 Merc 280 19.2 6 167.6 123 3.92 3.440 18.30 1 0O 4 4
4 Merc 280C 17.8 6 167.6 123 3.92 3.440 18.90 1 0O 4 4

# SN A
dbGetQuery(con2, sprintf('SELECT * FROM mtcars WHERE "cyl" = %s and vs = 1', "6"))

row_names mpg cyl disp hp drat wt qgsec vs am gear carb

1 Hornet 4 Drive 21.4 6 258.0 110 3.08 3.215 19.44 1 0 3 1

2 Valiant 18.1 6 225.0 105 2.76 3.460 20.22 1 0O 3 1
3 Merc 280 19.2 6 167.6 123 3.92 3.440 18.30 1 O 4 4
4 Merc 280C 17.8 6 167.6 123 3.92 3.440 18.90 1 0O 4 4
# Wi T ¥

dbDisconnect(con2)

BEoh, RZLBHFAE B ARG Java OIS, R IEF A4 RIDBC 4, HE Java FREIA
Bl e ZGEHREN 5, AT A R BRI (8 e

2.3 NI G PR

rvest BT, TG E, P xml2 1 httr2 A4 A2 R 51 50 .
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2.3 MAEEM R FIRI 23

2.3.1 WMBEBE M

MBI ) 2 RBUN AR AR A5, X2 15 AL S R B RS B EEanI B e 4
ERAS RIS, A SO G55 PAREERS SO AR, I 55 e 6 B R A 5 L
AR BT 547 R o

library(rvest)
# Bl G RT PRI HRE 2012-2024 F
# https://www.mof.gov.cn/gkml/caizhengshuju/

Tinks_vec <- c(

‘20127 = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/201306/t20130629_942538.htm",
'2013° = "https://www.mof.gov.cn/gkml/caizhengshuju/201406/t20140624_1103948.htm",
'2014° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/201506/t20150629_1262257.htm",
'2015° = "https://www.mof.gov.cn/gkml/caizhengshuju/201607/t20160701_2343739.htm",
‘2017 = "https://www.mof.gov.cn/gkml/caizhengshuju/201806/t20180621_2935796.htm",
"2018° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/201906/t20190627_3286107.htm",
'2019° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/202006/t20200622_3536392.htm",
'2020° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/202106/t20210608_3715911.htm",
'2021° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/202206/t20220624_3820957.htm",
"2022° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/202307/t20230704_3894361.htm",
'2023° = "https://www.mof.gov.cn/gkml/caizhengshuju/202407/t20240701_3938460.htm",
'2024° = "https://www.mof.gov.cn/zhengwuxinxi/caizhengxinwen/202506/t20250630_3966883.htm"

)

# T EE T

web_pages <- Tlapply(links_vec, read_html)

#RECA N A

extract_text <- function(x) {
html_text(html_elements(x, "div.my_doccontent p"))

}

web_texts <- lapply(web_pages, extract_text)

rvest A read_html FEM T, FEHRE html_elements 3EHUW 1L H HAREL% , e, HIRREL
html_text XFBIEFAL A SCAREHE . A 7 SCAREdE, (0] DA IE 28 R BT 75 2 -

# 0 1 B AR B IR A AR
x <- lapply(web_texts, stringr::str_extract, pattern = "(EfEEERE) (\d+.x?){LTL", group = 2)
lapply(x, function(x) {

x[!lis.na(x)]

}) |> data.frame(check.names = F)

2012 2013 2014 2015 2017 2018 2019 2020
1 82708.35 91208.35 100708.35 111908.35 141408.35 156908.35 175208.35 213008.35
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2021 2022 2023 2024

]%gg:['l 240508.35 267008.35 308608.35 352008.35

Id
i\’%%%ﬁ%ﬁ%&ﬂﬁ@*%%ﬁﬁ%*%%%ﬁﬁ,ﬁﬂ%ﬂ?ﬁ%%&bﬁ%o

N\

@ 2.3.2 Ul TR

S0 HUTHERIEE ER, TETRAM TR Top250 A%

2.3.3 WK _Fw

2.4 WBdREE PRI

2.4.1 Github

M Github APT # DHRBGEAETE Github ERY R WREE, ARG, KREME KA. B
CRAN B35 R Wocdiifi B, Bk it87E Github B9 R 4, #HUE R f1E Github EAYK
Ak

pdb <- readRDS(file = "data/cran-package-db-20231231.rds")
# YR H Github
pdb <- subset(
x = pdb, subset = !duplicated(Package) & grepl(pattern = "github", x = BugReports),
select = c("Package", "Maintainer", "Title", "BugReports'")
)
# 16k =R
pdbSrepo <- sub(x = pdbS$BugReports, pattern = "(http|https)://(www\\.){0,1}github\\.com/", replacement

pdb$repo <- sub(x = pdb$repo, pattern = "/{1,}(issues|blob).x", replacement = "")
pdb$repo <- sub(x = pdb$repo, pattern = "/{1,}(discussions|wiki)", replacement = "")
pdb$repo <- sub(x = pdb$repo, pattern = "/$", replacement = "")

FEEE A (P B Github AP J2 https://api.github.com/repos , 4y T HtHipi ] APL , Hikfe
SRR, FEER R . SRR AT AN B A

github_stats <- function(repo) {
url <- paste("https://api.github.com/repos", repo, sep = "/")
# MEAWKRIK 5 K, BRE—KKE 5s
req <- xfun::retry(curl::curl_fetch_memory, url = url, .times = 5, .pause = 5)
X <- jsonlite::fromJSON(rawToChar (reqScontent))
# KM ATIR—T

if(is.null(x$stargazers_count)) x$stargazers_count <- x$subscribers_count <- x$forks_count <- -1


https://xiangyun.rbind.io/2025/08/real-estate/
https://xiangyun.rbind.io/2022/08/douban-movie-top250/
https://api.github.com/repos

I

ot
25

=4
©

2.4 MEIEFE T PRI 25

# Je—MRE 1s

Sys.sleep(1)

data. frame(
repo = repo,
# R RELE star HAK
stargazers_count = x$stargazers_count,
# KiE ©FE watch B A%
subscribers_count = x$subscribers_count,
# K RELE fork A

forks_count = x$forks_count

}
X B, SRR G yihui/knitr BRI, SR A AKL
# R A

github_stats(repo = "yihui/knitr")

repo stargazers_count subscribers_count forks_count

1 yihui/knitr -1 -1 -1

MG b, MR Lapply O WA R ARSI T EdE, FFEdRCE R B E— R 6 EHE
FEER, R H#AE.

# &It BUHE

gh_repo_db <- data.table::rbindlist(lapply(pdbSrepo, github_stats))

b b, FERA VI REAEIL T, Github APT 5 R B0 A BT, HA 60 ) (—BmEkN). &
JedE Github JF&#F B8 TN, RISV A2 FF (appname). & i ID (key) FI%FH (secret),
A httr fRCE OAuth $Eik.

library(httr)
# Github API Oauth2
oauth_endpoints("github")
4 BLA %% (appname) . K 3% 10 (key) Fi% 4] (secret)
myapp <- oauth_app(
appname = "Application Name", key = "Client ID",
secret = "Client Secrets"
)
# KBl OAuth AL
github_token <- oauth2.0_token(oauth_endpoints("github"), myapp)

# 1# JF API

gtoken <- config(token = github_token)

BEUER AL github_stats () HioK Github APT f—47400, A HYIR GET #K.


https://github.com/yihui/knitr

\ 20 %2 % MBI
req <- xfun::retry(GET, url = url, config = gtoken, .times = 5, .pause = 5)

‘%géﬂﬁnﬁﬁﬁﬁﬁﬂ%%,@%Lﬁﬁﬁﬁ,—ﬂﬁ%,ﬁﬁ%%%%oﬁ%,%ﬁ%@%ﬁ%%@,
YRR, IR T, BT MRIL.
<#&%ﬁ%ﬁ%
gh_repo_db <- data.frame(
(:::) repo = pdb$repo, stargazers_count = rep(-1, length(pdb$repo)),
subscribers_count = rep(-1, length(pdbS$Srepo)),
forks_count = rep(-1, length(pdb$repo))

)
# W7 T AR
while (any(gh_repo_db$stargazers_count == -1)) {
tmp <- gh_repo_db[gh_repo_db$stargazers_count == -1, ]

for (repo in tmpSrepo) {
gh_repo_db[gh_repo_dbS$repo == repo, ] <- github_stats(repo = repo)
}
if(repo == tmpSrepo[length(tmp$repo)]) break
}

o, PR RO A IR b, TR RO RCR 4 R BT, fRIRITER, (RN AT 20,

gh_repo_db <- readRDS(file = "data/gh-repo-db-2023.rds")

gh_repo_db <- gh_repo_db[!duplicated(gh_repo_dbs$repo),]

gh_repo_db <- gh_repo_db[order(gh_repo_db$stargazers_count, decreasing = T),]
head(gh_repo_db, 20)

repo stargazers_count subscribers_count forks_count

8434 dmlc/xgboost 25266 909 8707
5553 facebook/prophet 17415 425 4474
4307 mlflow/mlflow 16365 292 3793
3807 Microsoft/LightGBM 15821 437 3798
265 apache/arrow 13080 356 3220
3080 h2oai/h20-3 6624 384 2016
2790 tidyverse/ggplot2 6210 308 2028
3430 dinterpretml/interpret 5894 141 706
6921 rstudio/shiny 5180 339 1818
4317 mlpack/mlpack 4668 185 1577
1754 tidyverse/dplyr 4612 246 2131
640 rstudio/bookdown 3565 122 1263
1430 Rdatatable/data.table 3437 170 977
6316 rstudio/rmarkdown 2758 146 977

2269 wesm/feather 2708 97 174



O M =

2.4 MEAEIED PRI 27
5324 plotly/plotly.R 2467 117 628
5084 thomasp85/patchwork 2344 49 159
1389 r-1lib/devtools 2340 120 760
3658 yihui/knitr 2326 115 877
6868 satijalab/seurat 2034 75 867

K AARAE Github ERZYGHER R WK T, THEEEEN, A LA EEER.

L ALERE AR R ASEAESRRITH , SEha b, B (HTZ2t/N) ZRX VAN R IEFHED, &
BEMEH B4 FH RS O R Tk

2. TENER =T 2 )G, UG T AL (ggplot2, shiny, plotly.R. patchwork). $#i#:4E (dplyr.
data.table, feather) FIR] B M1 (bookdown, rmarkdown, knitr). R fIJF% (devtools) FM
APER (seurat).,

5, EEHIEBERAE DL DA EERERZ AT CRAN 1F 2023-12-31 &7 R ook, 8475 4
R t7E Github L&A, X2 R GRS, KR L2 2024-01-30 JCHU®W . H, A
29 > R AUREMUEIES . o ey SRR T, XL R A2 2010 . 4%, mEE—% R
BIFRFEETE Github |, (HEEAS, HAN glmnet 1. colorspace . fGarch £, bnlearn %8, [V

Pl P

2.4.2 pEHHE G

M & T ARG G A — AN B TE TURIK/INGT P AT O, B AL ALl SQL 340,
PR PEAT RS, PUTEIIER), SRE ARSI, MR, B0, SRR A Rt st
WA, ATEERREORIERE, B R CSV B XLS 3o, ZH Y TR T 2012-2022 £ RdE, 7
FRA KT T-BRFHAR, R DU T RSB R AR KM , 1K MO AR 52 B b FEH T AR
TR ROR R T ?

2.4.3 KEA AR

SEE N DR SRy AR AF & B AT KB ZAL S 2 0% & /KA B9 8, @A 1 1) & ] DAL 38
M P FRES MRS, PREUE A APL 8: O 58, AR E &MU — M EdRE, Fitz L, i
H— 2B . tidycensus WXFHHE F EH B tidyverse RASEPELE

library(tidycensus)
library(sf)
options(tigris_use_cache = TRUE)
# THRAFMNEZA 7R EHE
nc_income_race_county <- get_acs(
state = "NC", # JLFM
geography = "county", # %
# ZABEERAR KEFRAN, aA%E, EAHK


https://glmnet.stanford.edu
https://colorspace.R-Forge.R-project.org/
https://www.rmetrics.org/
https://www.bnlearn.com/
https://news.ceic.ac.cn/
https://earthquake.usgs.gov/earthquakes/search/
https://xiangyun.rbind.io/2019/07/earthquake/
https://www.census.gov/
https://api.census.gov/data/key_signup.html
https://github.com/walkerke/tidycensus/

28 % 2 F. HEER

variables = c("B19013_001", "B02001_001", "B02001_002"),
key = Sys.getenv("CENSUS_API_KEY"), # % & |7 4 2
geometry = TRUE, # ¥ tigris & # AL~ MEZ 0 H £ 4E
progress_bar = F, # A8 T #H#F
output = "wide", # Hr i T4 XK
year = 2023, # 2019-2023 4 JF
survey = "acs5", # 5 5F
moe_level = 90 # FHEZAF 90%

)

nc_income_race_county

Simple feature collection with 100 features and 8 fields

Geometry type: MULTIPOLYGON

Dimension: XY

Bounding box: xmin: -84.32187 ymin: 33.84232 xmax: -75.46062 ymax: 36.58812
Geodetic CRS: NAD83

First 10 features:

GEOID NAME B19013_00l1lE B19013_001M B02001_001E
1 37133 Onslow County, North Carolina 64568 1873 208537
2 37009 Ashe County, North Carolina 50827 3707 26831
3 37169 Stokes County, North Carolina 60039 2412 44889
4 37053 Currituck County, North Carolina 91548 8181 29612
5 37173 Swain County, North Carolina 55429 6686 14065
6 37131 Northampton County, North Carolina 47935 3311 17212
7 37153 Richmond County, North Carolina 43626 5421 42818
8 37051 Cumberland County, North Carolina 58780 855 336749
9 37085 Harnett County, North Carolina 69012 3266 136503
10 37199 Yancey County, North Carolina 54961 5646 18676
B0O2001_001M BO2001_002E B02001_002M geometry
1 NA 144394 1126 MULTIPOLYGON (((-77.17131 3...
2 NA 25215 344 MULTIPOLYGON (((-81.74065 3...
3 NA 40992 304 MULTIPOLYGON (((-80.4502 36...
4 NA 25360 338 MULTIPOLYGON (((-76.3133 36...
5 NA 8601 125 MULTIPOLYGON (((-83.94939 3
6 NA 6827 90 MULTIPOLYGON (((-77.89977 3
7 NA 24360 363 MULTIPOLYGON (((-80.07567 3...
8 NA 147878 1159 MULTIPOLYGON (((-79.11285 3
9 NA 85935 904 MULTIPOLYGON (((-79.22186 3
10 NA 17268 127 MULTIPOLYGON (((-82.50538 3

TET 2019-2023 4R EESEE LR ORI SRR N DA TSR, 2 hle KEFERA . B AZEF
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SNEL, TR AL R INERGAT B R e B Kb - 2835 ¥ O VA RIS , nIRRAEAE R 20 RN AR
FYCATTEN G HA AR, PRI X 177 1] SR T

2.4.4 WHHUT

AR AN [ B B T B G 2 U A T — Se 2 R B, wbstats 0 WDI B it FURATHR AL St
H REST APT , "Rl whstats 1 T4 2024 4F Rk ERHH G ar. A¥ GDP R L S8 .

library(wbstats)
# MR RAT H0E B 3R BUE L& 5 B lE
wb_world_indicator <- wbstats::wb_data(
indicator = c(
"SP.DYN.LEGO.IN", # Tl ] % &
"NY.GDP.PCAP.CD", # A3 GDP
"SP.POP.TOTL" # A [ M %
)
country = "countries_only",
return_wide = FALSE,
start_date = 2010, end_date = 2023
)

wb_world_dindicator

# A tibble: 9,114 x 10

indicator_id indicator iso2c iso3c country date value unit obs_status
<chr> <chr> <chr> <chr> <chr> <db1> <dbl> <chr> <chr>
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2023 66.0 <NA> <NA>
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2022 65.6 <NA> <NA>
SP.DYN.LEG@.IN Life expecta~ AF AFG Afghan~ 2021 60.4 <NA> <NA>
SP.DYN.LEGO.IN Life expecta~ AF AFG  Afghan~ 2020 61.5 <NA> <NA>
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2019 62.9 <NA> <NA>
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2017 62.4 <NA> <NA>

SP.DYN.LEGO.IN Life expecta~ AF AFG  Afghan~ 2016 62.6 <NA> <NA>

© 0 N o uu»~A W N K

<NA> <NA>

0
6
4
5
9
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2018 62.4 <NA> <NA>
4
6
SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2015 62.3

3

10 SP.DYN.LEGO.IN Life expecta~ AF AFG Afghan~ 2014 62.3 <NA> <NA>
# i 9,104 more rows

# i 1 more variable: last_updated <date>

EH G NI EIRIFEZL DU - DWAYSE, I Gapminder: XyEZER. PRA.


https://xiangyun.rbind.io/2022/04/choropleth-map/
https://www.shihang.org/zh/home
https://www.imf.org/zh/Home
https://github.com/pachadotdev/wbstats
https://github.com/vincentarelbundock/WDI/
https://xiangyun.rbind.io/2022/06/gapminder/

B Bwisik

© il =

MARZEIRY . PEERER HIBCA AR, FE SR EREUL R, fE R TR 2N
FiE. RIEENE-RIIRL, Ai—ETH, FI 2regex .

PA CRAN | R @ eEE Ve N AR RBIRE VR X G B UE B8 T 3008, ol dkik
Package . Maintainer, Title . Description fil Authors@QR % 5 B¢,

pdb <- readRDS(file = "data/cran-package-db-20241231.rds")
pdb <- subset(

x = pdb, subset = !duplicated(Package),

select = c("Package", "Maintainer", "Title", "Description", "Authors@R")

3.1 EMFER

A B L, %8 Repp W LA FBL.
pdb[pdbS$Package == "Rcpp","Description"]

[1] "The 'Rcpp' package provides R functions as well as C++ classes which\n offer a seamless integration of R
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates both writ
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/

jss.v040.708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Eddelbus
\n <doi:10.1080/00031305.2017.1375990>); see 'citation(\"Rcpp\")' for details."

3.1.1 i

7Bt Description A ZAATAF \n . ZXHHS, R
grep(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], fixed = TRUE)

[1] 1

30



O M =

3.1 EN &K 31
3.1.2 ik
3.1.3 s

iErESR ) A

3.1.4 Jisi

x <= "FREFARA45723. 621070, @A AR H342063.9810T0 . SR HI3659. 641070, EWHIELEAAN
str_extract <- function(text, pattern, ...) regmatches(text, regexpr(pattern, text, ...))

# I —BICE E XK

X <- str_extract(text = x, pattern = "(EERHBH) (\\d+.*2)1L70")

# RPCCAY o XHEE L

sub(pattern = "(EFRFIRA) (\\d+.+2)LTL", x

[1] "E k4 HREH"

x, replacement = "\\1")

sub(pattern = "(EfELFIEH) (\\d+.%2){LTT", x = x, replacement = "\\2")
[1] "352008.35"

284 replacement 1, IPAfL i IR IR A5, Hf \\1 FORTEEC ERYEE—EL, \2 53¢
K.

3.1.5 Ml

MR, AT RARFRAS T IE R T — 24 55

x <- c(
2023 = "EHI 2 E A KM B E 4 H R4 308608.351L LA A",
2024° = "R 2 E A A B E 4 H IR $352008.3510 T IA A"
)

m <- regexec(pattern = "(2<first>EEALIMREN) (2<last>\\d+.*x?)fLT5", text = x, perl = TRUE)

regmatches(x = x, m = m)

$'2023"
first
" [E £t 4 H IR 4308608 . 3512 70" MR
last
"308608.35"

$°2024°
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first
% " [ 5 4% F IR 352008 3512 0" " A AR A
’

last
ﬂ-ﬁ( "352008.35"

:: HEHATRT, first XV EGURBIREL, last XM 352008.35 , KA AR AT A 3¢,

m <- regexec(pattern = "(2<#5Fr> B S FRE) <A >\\d+.%?) (2<EAL>{ZT0)", text = x, perl = TRUE)

regmatches(x = x, m = m)

$'2023"
SR
"] & 4 5 1 41308608 . 3512 5" " AR AR A
H B
"308608.35" "L

$'2024"
i
"[E 7 A B IR 41352008 3514 5" "I A A IR
#E B Ar
"352008.35" "7, 5"

PREL regmatches () &[0 —AMFEE, FIRPHICE R MA K TR EE, T HRIERS | A E SRR R
R A o

lapply(regmatches(x = x, m =m), "[*, c(2, 3, 4))

$°2023"

SR HMH BAr
" E] £ 4 B IR A "308608.35" "5
$°2024"

SR HMH BAr
" E] £ 4 B IR A "352008.35" "5

5, RO BE G T R R .
do.call(rbind, lapply(regmatches(x = x, m =m), “[*, c(2, 3, 4)))

AT B B AL
2023 ,.{}%é__}%ﬁ\ F&%ﬁn "3098608.35" "/rajtn
2024 n,T%i»%gﬁFE\%ﬁn "352008.35" "/TZJj—E"
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3.2 FApHRME
3.2.1 4k

grep() fll grepl() 2R FAFH LA AL, IR 2R VERCE] FATH REE R, Al R [ (e B A
EEapnsid ALl

grep(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], fixed = TRUE)
[1] 1

# WRICE b, R E R T
grep(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], value = T, fixed = TRUE)

[1] "The 'Rcpp' package provides R functions as well as C++ classes which\n offer a seamless integratior
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates botl
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/
jss.v040.1708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Ed
\n <doi:10.1080/00031305.2017.1375990>); see 'citation(\"Rcpp\")' for details."

# % F T grep(..., value = T)
grepv(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], fixed = TRUE)

[1] "The 'Rcpp' package provides R functions as well as C++ classes which\n offer a seamless integratior
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates botl
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/
jss.v040.708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Ed
\n <doi:10.1080/00031305.2017.1375990>); see 'citation(\"Rcpp\")' for details."

# W RICE L, NEEEEHE
grepl(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], fixed = TRUE)

[1] TRUE

3.2.2 Fifn

sub() Al gsub() J& X ATER I BREL, Bl DEBONIE eI, i J5 4 T DA A= 46k
sub(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], replacement = "", fixed = TRUE)

[1] "The 'Rcpp' package provides R functions as well as C++ classes which offer a seamless integration o
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates botl
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/
jss.v040.708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Ed
\n <doi:10.1080/00031305.2017.1375990>); see 'citation(\"Rcpp\")' for details."
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# ATH
I:‘EEEI'gsub(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], replacement = ""  fixed = TRUE)
7
7
[1] "The 'Rcpp' package provides R functions as well as C++ classes which offer a seamless integration of R an

/s

gallery.rcpp.org>, the paper by Eddelbuettel and Francois (2011, <doi:10.18637/

. Many R data types and objects can be mapped back and forth to C++ equivalents which facilitates both writin

jss.v040.708>), the book by Eddelbuettel (2013, <doi:10.1007/978-1-4614-6868-4>) and the paper by Eddelbuet:

# By 5

gsub(pattern = """ x = pdb[pdb$Package == "Rcpp", "Description"], replacement = ""  fixed = TRUE)

[1] "The Rcpp package provides R functions as well as C++ classes which\n offer a seamless integration of R an
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates both writ
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/

jss.v040.1708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Eddelbus
\n <doi:10.1080/00031305.2017.1375990>); see citation(\"Rcpp\") for details."

# W55
gsub(pattern = '"\"', x = pdb[pdb$Package == "Rcpp", "Description"], replacement = "", fixed = TRUE)

[1] "The '"Rcpp' package provides R functions as well as C++ classes which\n offer a seamless integration of R
+. Many R data types and objects can be\n mapped back and forth to C++ equivalents which facilitates both writ
gallery.rcpp.org>, the paper by Eddelbuettel and\n Francois (2011, <doi:10.18637/

jss.v040.708>), the book by Eddelbuettel (2013,\n <doi:10.1007/978-1-4614-6868-4>) and the paper by Eddelbus
\n <doi:10.1080/00031305.2017.1375990>); see 'citation(Rcpp)' for details."

3.2.3 #IL

HITHE ) sub() I gsub() J&—Xf KT FIFRBEHATEEL, regexpr() Fl gregexpr() s&5 X FAFEp 42
HUpR B, PREL regexpr () BIINTHE ¢ & X522 MIE, BFERERBEREE,

x = gsub(pattern = "\n", x = pdb[pdb$Package == "Rcpp", "Description"], replacement = "", fixed = TRUE)
x = gsub(pattern = "\"', x = x, replacement = "", fixed = TRUE)

# $REL URL #EH

str_extract <- function(text, pattern, ...) regmatches(text, regexpr(pattern, text, ...))
str_extract(text = x, pattern = "(<.x?2>)", perl = T)

[1] "<https://gallery.rcpp.org>"

# REE T AR

str_extract(text = x, pattern = "(\\(.*?\\))", perl = T)

[1] "(2011, <doi:10.18637/jss.v040.708>)"

A FBP A Z S U doi #E1E, AREUL K



3.2 FAFPIRAE

str_extract_g <- function(text, pattern, ...) regmatches(text, gregexpr(pattern, text,
str_extract_g(text = x, pattern = "(\\(.*?2\\))", perl = T)
[[1]1]

[1] "(2011, <doi:10.18637/jss.v040.708>)"

[2] "(2013, <doi:10.1007/978-1-4614-6868-4>)"

[3] "(2018, <doi:16.1080/00031305.2017.1375990>)"
[4] "(Rcpp)"
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@ CHUE TS Y

HAl, RIESELERATT IS = TR, KFEHE Base R (1997 48 4 J), ZJ5/2 data.table
(2006 4 4 ) Al dplyr (2014 4F 1 J). FTHLA R BPENER ivis BmHe B, A2 =4 00H A
Bt

4.1 HETHR

o Base R #5812 R M HW W —E8EEIRY TH, R T R AT EA, S 8rEs L
PR R A, F22E HE WA B R R HHRAE (data.frame) .

« data.table 22—/~ R 4, E#LHIYJET Base R SAFEHRAIIAE, RO —SmaEyan, e
REITIRESEEL, 7 Base R BB BOAIEE .

o dplyr 25 MR, BET-EHNEIRRIEEE, 0B 2R B0E S EHEREGL SQL i
. S,

7 4.1: Base R. data.table fil dplyr

BETH K FE L&
Base R |G BEREE K
data.table /DKHfi  fasE Ziey=
dplyr iz —M =

4.1.1 Base R

1€ dataframe ROER , $R{E—RIVHIE) R ILA AHRRRA
aggregate(iris, Sepal.Length ~ Species, FUN = length)

Species Sepal.Length

1 setosa 50
2 versicolor 50
3 virginica 50

36
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4.1 BT A 37

4.1.2 data.table

data.table fU7F Base R (LAl b, AN 75 R EUNIIRE, fefit— B B CiEEE.

library(data.table)
iris_dt <- as.data.table(diris)

iris_dt[ ,.(cnt = length(Sepal.Length)) , by = "Species"]

Species cnt

<fctr> <int>

1: setosa 50
2: versicolor 50
3: virginica 50

4.1.3 dplyr

dplyr tff—E2H0EdERIEEE, 5 purer A1 tidyr —EP e EERIRIEDIRE. £ R
WEF, dplyr igt—E5Mnydos, AT
iris |>

dplyr::group_by(Species) |>

dplyr::count()

# A tibble: 3 x 2
# Groups: Species [3]

Species n

<fct> <int>
1 setosa 50
2 versicolor 50
3 virginica 50
4.1.4 SQL

Thr TAER, SQL (S5t EifniE ) RUOAERLME T H, il SQLite. Hive fil Spark 4%
PRALET SQL ryBdls & |48, WA E AN SQL #/ERFAAR B R EE MBI EETH,
MAREAEL, DA dplyr SRUEIE, BEiEZE SR r SQL 1.

library(DBI)

conn <- DBI::dbConnect(RSQLite::SQLite(),

dbname = system.file("db", "datasets.sqlite", package = "RSQLite")
)

% Species PG ALL, SQL i AQF


https://sqlite.org/
https://hive.apache.org/
https://spark.apache.org/sql/

\ \\/\ 38 %4 F. RERIE
SELECT COUNT(1) AS cnt, Species
juund

FROM 1ris
77> GROUP BY Species;

< SQL A BTSN -

@ iris_preview

cnt Species
1 50 setosa
2 50 versicolor

3 50 virginica
dplyr WEEHERERA, DAL SQL AUt n] PAFIEMAF i) dplyr 154,

dplyr::tbl(conn, "diris") |>
dplyr::group_by(Species) |>
dplyr::count()

# Source: SQL [?? x 2]
# Database: sqlite 3.50.4 [/Users/runner/work/_temp/Library/RSQLite/db/datasets.sqlite]

# Groups: Species
Species n
<chr> <int>

1 setosa 50

2 versicolor 50

3 virginica 50

dplyr YL show_query () FILARS dplyr it Eifyifiag, XA Bh T4k .

dplyr::tbl(conn, "diris") |>
dplyr::group_by(Species) |>
dplyr::count() |>
dplyr: :show_query()

<sQL>
SELECT “Species’, COUNT(x) AS 'n’
FROM ‘dris”

GROUP BY "Species®

glue F R DA ] R BRSE A 7AE
E7S5 0 LR L Ui

# R AFHFWEE
group <- "Species"

# 44 SQL

&, T sprintf() &L, ATAHEE R SQL ), XA

query <- glue::glue("
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4.2 BASE R #1% 39
SELECT COUNT(1) AS cnt, Species
FROM -1ris
GROUP BY ({group})
ll)
# o soL EAE LK E, AT soL EH
DBI::dbGetQuery(conn, query)
cnt Species
1 50 setosa
2 50 versicolor
3 50 virginica
Moela, KHERHEE.
dbDisconnect(conn = conn)
BE KT SQL BN 4 (Become a SELECT star) .
4.2 Base R 1
NEEAZ O Base R BUREAE, Wifik. Hp. L. RE. 8%
4.2.1 fEtk
G et T DA R R subset ) 5 [ £
subset(iris, subset = Species == "setosa" & Sepal.Length > 5.5, select = c("Sepal.Length", "Sepal.\
Sepal.Length Sepal.Width
15 5.8 4.0
16 5.7 4.4
19 5.7 3.8
iris[iriss$Species == "setosa" & iriss$Sepal.Length > 5.5, c("Sepal.Length", "Sepal.Width")]

Sepal.Length Sepal.Width

15 5.8 4.0
16 5.7 4.4
19 5.7 3.8
4.2.2 "o

AR EEVEN] DA BREL within () /transform() SCPL. fid WSS E R 2R BUA5 40, LN A R 8%

R TR AR H RS


https://wizardzines.com/zines/sql/

# diris2 <- transform(iris, Species_N = as.integer(Species))[1:3, ]

\\\/\ 40 %4 F. BRI
ot

iris2 <- within(iris, {
> Species_N <- as.integer(Species)

/b
\str(irisz)

@ 'data.frame': 150 obs. of 6 variables:
$ Sepal.lLength: num 5.1 4.9 4.7 4.6 5 5.4 4.6 5 4.4 4.9
Sepal.Width : num 3.5 3 3.2 3.1 3.6 3.9 3.4 3.4 2.9 3.1
Petal.Length: num 1.4 1.4 1.3 1.5 1.4 1.7 1.4 1.51.4 1.5

$

$

$ Petal.Width : num 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1

$ Species : Factor w/ 3 levels "setosa","versicolor",..: 1111111111
$

Species_N :int 1111111111 ...

4.2.3 Hp¥

HEFP A5 W] DA R order () S28.
iris[order(iris$Sepal.Length, decreasing = FALSE)[1:3], ]

Sepal.Length Sepal.Width Petal.Length Petal.Width Species

14 4.3 3.0 1.1 0.1 setosa
9 4.4 2.9 1.4 0.2 setosa
39 4.4 3.0 1.3 0.2 setosa
4.2.4 BH

FREBAET LA AL aggregate() / by () / ave() L.

# 1% Species 4%t & Sepal.Length By

aggregate(iris, Sepal.Length ~ Species, mean)

Species Sepal.Length

1 setosa 5.006
2 versicolor 5.936
3 virginica 6.588

by(iris, ~ Species, FUN = dim) # B # N F T %> data.frame

Species: setosa
[1] 50 5
Species: versicolor

[1] 506 5
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4.2 BASE R 1%

Species: virginica

[1] 50 5

# AL E A

by(iris, ~ Species, FUN = function(x) lm(Sepal.Length ~ Sepal.Width, data

Species: setosa

Call:
Im(formula = Sepal.Length ~ Sepal.Width, data = x)

Coefficients:
(Intercept) Sepal.Width
2.6390 0.6905

Species: versicolor

Call:
Im(formula = Sepal.Length ~ Sepal.Width, data = x)

Coefficients:
(Intercept) Sepal.width
3.5397 0.8651

Species: virginica

Call:
Im(formula = Sepal.Length ~ Sepal.Width, data = x)

Coefficients:
(Intercept) Sepal.Width
3.9068 0.9015

# T4 Species 4% E Sepal.length W #1H
with(iris, ave(Sepal.Length, Species, FUN = mean))

= x))

[1] 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006

[13] 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006

[25] 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006 5.006

41
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[37] 5.006 5.006 5.006 5.006 5.006 5.006 5
[49] 5.006 5.006 5.936 5.936 5.936 5.936 5
[61] 5.936 5.936 5.936 5.936 5.936 5.936 5
[73] 5.936 5.936 5.936 5.936 5.936 5.936 5
[85] 5.936 5.936 5.936 5.936 5.936 5.936 5
[97] 5.936 5.936 5.936 5.936 6.588 6.588 6
[109] 6.588 6.588 6.588 6.588 6.588 6.588 6
[121] 6.588 6.588 6.588 6.588 6.588 6.588 6
[133] 6.588 6.588 6.588 6.588 6.588 6.588 6
[145] 6.588 6.588 6.588 6.588 6.588 6.588
4.2.5 O

PR Y 5 I 3RV AT AR R %L merge () 5231

dfl <- data.frame(al = c(1, 2, 3), a2 = c("A", "B", "C"))

df2 <- data.frame(bl

# LEFT JOIN
= dfl, y = df2, by.x = "a2", by.y = "b2", all.x = TRUE)

merge (x

a2 al
1 A 1
2 B 2
3 C 3
# RIGHT

merge (x

a2 al
1 A 1

N

B 2
D NA

w

# INNER

merge (x

a2 al
1 A 1
2 B 2

bl
2
3
NA

JOIN
= dfi, y = df2, by.x = "a2", by.y =

bl
2
3
4

JOIN

= df1, vy df2, by.x = "a2", by.y

bl
2
3

# FULL JOIN

merge (x

a2 al
1 A 1

= df1, vy df2, by.x = "a2", by.y =

bl
2

.006
.936
.936
.936
.936
.588
.588
.588
.588

a oo o o »u o ;o ;g oO»

.006
.936
.936
.936
.936
.588
.588
.588
.588

.006
.936
.936
.936
.936
.588
.588
.588

o oo o o o o ua ua a u»

.588

C(z, 3, 4)’ bz = C(IIAII, llBII’ |IDH))

o o o o oo u oo’ O»;

.006
.936
.936
.936
.936
.588
.588
.588
.588

"b2", all.y = TRUE)

l|b2l| ,

l|b2l| ,

all

all

= FALSE)

= TRUE)

o o o o oo ;o oo O;

.006
.936
.936
.936
.936
.588
.588
.588
.588

V3

il

o o o o uou oo O»m

4 F. BABRF

.006
.936
.936
.936
.936
.588
.588
.588
.588
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2 B 2 3
3 C 3 NA
4 D NA 4

4.2.6 W

FERARRM TR I KART, ATDA R reshape () L8, RZ, TR4A.
# KRR

df3 <- data.frame(
extra = ¢(0.7, -1.6, -0.2, -1.2, -0.1, 3.4),
group = c("A", MA", "AUM mBN o ngn o ngny
id = ¢(1, 2, 3, 1, 2, 3)

)

# KER

reshape(df3, direction = "wide", timevar = "group", idvar = "4id")

id extra.A extra.B

1 1 0.7 -1.2
2 2 -1.6 -0.1
3 3 -0.2 3.4

# W UEEHEGTENT 4
reshape(df3, direction = "wide", timevar = "group", idvar = "4id",

v.names = "extra", sep = "_")

id extra_A extra_B

1 1 0.7 -1.2
2 2 -1.6 -0.1
3 3 -0.2 3.4

PEHOF BRI LM A R L. AL split() KFEHESE iris $%4) K78 & Species 550 MG, %L
lapply ) FFEPERIHEEAE () M THIRME—DICE b, HRHEE lapply O FFeREL coef()
AT LRI RS R, REREHRE, AR do.call() M REAIFHEM:, &5, HEE
as.data.frame () FE4bEIRHE.

sl <- split(iris, ~Species)

s2 <- Tlapply(sl, lm, formula = Sepal.Length ~ Sepal.Width)
s3 <- Tlapply(s2, coef)

s4 <- do.call("rbind", s3)

s5 <- as.data.frame(s4)

s5

(Intercept) Sepal.Width



1 1\/\ 1 %4 % BRI
setosa 2.639001 0.6904897
> versicolor 3.539735 0.8650777
’
,,virginica 3.906836 0.9015345
ﬂﬂ do.call(

"rbind",
(:::) Lapply(
lapply (
split(iris, ~Species), 1lm,
formula = Sepal.Length ~ Sepal.Width
)

coef

(Intercept) Sepal.wWidth
setosa 2.639001 0.6904897
versicolor 3.539735 0.8650777
virginica 3.906836 0.9015345

20l Base R, W/ data.table 3528} iris 432H 244 0] 15
iris_dt[, as.list(coef(lm(Sepal.Length ~ Sepal.Width))), by = "Species"]

Species (Intercept) Sepal.Width
<fctr> <num> <num>

1: setosa 2.639001 0.6904897
2: versicolor 3.539735 0.8650777
3: virginica 3.906836 0.9015345

4.3 data.table {4

FRRILFREAMIER TR, FR T TREAYE, WEENE, HEF A TAERN LS, Bitd
PARAS £ R 22 B O o

L. /4 data.table Efiliifik, X45 Base R, /MEEMEAE, FINZ AR dplyr SC8, (HAE
friii.

2. data.table §Ji& Base R luiffefl:, AR AMEAE 8 4>, IREEM IR RS 5, RN
i dplyr S, (HAIZATAURS .

3. data.table G W EREIEEE/E on, .sD . I, .3 %,



4.3 DATA.TABLE #:1k
4.3.1 Wik

data.table ¥ & T KA [ THEE, fAifk iris$Species == "setosa" Ui} Species == "setosa"
iris_dt[Species == "setosa" & Sepal.Length > 5.5, c("Sepal.Length", "Sepal.Width")]

Sepal.Length Sepal.Width

<num> <num>

1: 5.8 4.0

5.7 4.4

3: 5.7 3.8
4.3.2 7

AR T DA R K == fEHIZEMLT Base R pR%K transform()

iris_dt[, Species_N := as.integer(Species)]

str(iris_dt)

Classes 'data.table' and 'data.frame': 150 obs. of 6 variables:
$ Sepal.lLength: num 5.1 4.9 4.7 4.6 5 5.4 4.6 5 4.4 4.9
Sepal.Width : num 3.5 3 3.2 3.1 3.6 3.9 3.4 3.4 2.9 3.1
Petal.Length: num 1.4 1.4 1.3 1.5 1.4 1.7 1.4 1.5 1.4 1.5

$

$

$ Petal.Width : num 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1

$ Species : Factor w/ 3 levels "setosa","versicolor",..: 1111111111
$

Species_N :ijnt 1111111111

- attr(x, ".internal.selfref")=<externalptr>

4.3.3 HiF

HEF BT A R %K order O
iris_dt[order(Sepal.Length, decreasing = FALSE), ] |> head()

Sepal.Length Sepal.Width Petal.Length Petal.Width Species Species_N

<num> <num> <num> <num> <fctr> <int>
1: 4.3 3.0 1.1 0.1 setosa 1
2: 4.4 2.9 1.4 0.2 setosa 1
3: 4.4 3.0 1.3 0.2 setosa 1
4: 4.4 3.2 1.3 0.2 setosa 1
5: 4.5 2.3 1.3 0.3 setosa 1
6: 4.6 3.1 1.5 0.2 setosa 1
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4.3.4 BH

P BAEREREE . O Floby .
/ dris_dt[, .(mean = mean(Sepal.Length)), by = "Species"]

Species mean

@ <fctr> <num>

1: setosa 5.006
2: versicolor 5.936

3: wvirginica 6.588

4.3.5 HIiF

A ERAE R KL merge () KSZH.

dtl <- data.table(al = c(1, 2, 3), a2 = c("A", "B", "C"))
dt2 <- data.table(bl = c(2, 3, 4), b2 c("A"™, "B", "D"))
# LEFT JOIN

merge(x = dt1, y = dt2, by.x = "a2", by.y = "b2", all.x = TRUE)

Key: <a2>
a2 al bl

<char> <num> <num>

1: A 1 2
2: B 2 3
3: C 3 NA

# RIGHT JOIN
merge(x = dti1, y = dt2, by.x = "a2", by.y = "b2", all.y = TRUE)

Key: <a2>
a2 al bl

<char> <num> <num>

1: A 1 2
2: B 2 3
3: D NA 4

# INNER JOIN
merge(x = dtl, y = dt2, by.x = "a2", by.y = "b2", all = FALSE)

Key: <a2>
a2 al bl
<char> <num> <num>

1: A 1 2
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# FULL JOIN
merge(x = dtl, y = dt2, by.x = "a2", by.y = "b2", all = TRUE)

Key: <a2>
a2 al bl

<char> <num> <num>

1: A 1 2
2: B 2 3
3: c 3 NA
4: D NA 4
4.3.6 F¥

FRARE N TEAR S N KA, WA R deast () L8, Rz, ATDAHBR% melt () SEBL.
# KA

dt3 <- data.table(
extra = c(0.7, -1.6, -0.2, -1.2, -0.1, 3.4),
group = C("A"’ llAH’ |IAII, llBll’ llBll, llBll),
id = ¢(1, 2, 3, 1, 2, 3)

)
# K
dcast(dt3, id ~ group, value.var = "extra")
Key: <id>
id A B

<num> <num> <num>
1: 1 0.7 -1.2
2: 2 -1.6 -0.1
3: 3 -0.2 3.4

4.4 sral#fE

¢ Species 73 2H ik H FT A T A
do.call("rbind", by(iris, ~Species, head, 2))

Sepal.Length Sepal.Width Petal.Length Petal.Width Species
setosa.l 5.1 3.5 1.4 0.2 setosa

setosa.?2 4.9 3.0 1.4 0.2 setosa

versicolor.51 7.0 3.2 4.7 1.4 versicolor



NE

versicolor.52 6.4

virginica.101 6.3
s
virginica.102 5.8

4

\\iris_dt[, head(.SD, 2), by = .(Species)]

<fctr> <num>

setosa 5.
setosa

versicolor

virginica

o a0 b W N R
o w M © O

4
7
versicolor 6.
6
5

virginica

<num>

3.

N W NN O !,

3
3
3.
3
2

Species Sepal.Length Sepal.Width Petal.Length

<num>

1.

ga o » M B

H ® U~ N BN

V3

il

1.5 versicolor
2.5 virginica

1.9 virginica

Petal.Width Species_N

<num> <int>
0.2 1
0.2 1
1.4 2
1.5 2
2.5 3
1.9 3

4 F. BABRF
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5.1 Jeiibrg

RIS S — PR UL AR

5.1.1 4k

SRIAEAE AR HE i i
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BRRAERT S L RO, TSRS B AR 1 4 VIM

5.1.3 Fifn

B R P i il S (L

5.1.4  $fith

mice Multivariate Imputation by Chained Equations fitZ{Egi%h

5.2 SEiidr

RLSH, —BEPERIEEA S T, ARt AR WS BLR LS A El, BB
SR, TSR XA S, KRB, SRR B
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https://github.com/statistikat/VIM
https://github.com/amices/mice

1 1\/\ 50 %5 . Hipae
5.2.1 ¥l
s

5.2.2
’ b

\5.2.3 Abr

© 5.3 BiRELLA
BIRE, TR ERAS DY A, TR B R R R, SRRSO, SR E AR
Do HEARME AT EAEMERER FEoR B, ks TROFRRIEY, XAFIRRA—#E . FoRkEdiA 5
BA R, WSRO T SOl I, FREiRim i setol, RRETSTAY, M S R i) 75 K
PERTZHELSS .

5.3.1 Kl
5.3.2 U

5.3.3 Abpp
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BN

HKEE

X

1E2 B RE SN T geplot2 0, ATHHA4) plotly @, SHL T, MaEMTE. #
P AESS , I H A A SR Base R 9 TS0 S FLAAOARCHE . 51 b, 03— ichaeps
BERATAEZ /Y, M ggplot2 (3] plotly (1, ¥F/MIHIIMIELICER ., DhEIEH LY.

6.1 Zflocs

6.1.1 K2
plotly WEE TIFZ FZ KA, WA G MRS RIS, T 6.1 .

% 6.1: plotly AIATRAZH+ 3 5 Y

add_annotations add_ histogram add_ polygons
add_area add_ histogram2d add_ribbons
add__bars add__histogram2dcontour add_ scattergeo
add__boxplot add__image add__segments
add__choropleth add_ lines add_sf

add_ contour add_markers add_ surface
add__data add__mesh add__table
add_fun add_ paths add_ text
add__heatmap add__pie add_ trace

T AR BB, AR S ggplot2 U, ML plot_ly() KAl ggplot(), IM %L
add_markers () 2Pl geom_point (), RFCERUIE 6.1 Fis.

# https://plotly.com/r/reference/scatter/
plotly::plot_ly(data = quakes, x = ~long, y = ~lat) |[>
plotly::add_markers()

o E AL add_trace (), EREINMMEEILE, SCRM LA 6.1 2—FEH.

52
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6.1 Rt E

0.4 =_— a'\"‘{li, 12}
— (2,15

0.35

0.3

0.1

0.05

Bl 6.1: BRI XA 1 ] BRI ]

plotly::plot_ly(data = quakes, x = ~long, y = ~lat) |>

plotly::add_trace(type = "scatter", mode = "markers'")

53

@ ¥R

plotly K%L plot_ly() X5 ggplot2 WHEAEL aplot () ML, W LARFIIR MK EIEHEE .
plotly::plot_Ty(

data = quakes, x = ~long, y = ~lat,

type = "scatter", mode = "markers"
)
FrPA, BLRYSEDL, add_markers() . add_trace(type = "scatter", mode = "markers") Al
plot_ly(type = "scatter", mode = "markers") =M1,

6.1.2 fitfn

TEIE 6.1 fBEAE B, KPR R & .

plotly::plot_ly(data = quakes, x = ~long, y = ~lat) |>
plotly::add_markers(color = ~mag)
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6.1.3 %I
Yoot
,/

> REMEL

/ plotly::plot_ly(data = quakes, x = ~long, vy
\\ plotly::add_markers(color = ~mag) |>

(::) plotly::layout(

xaxis = list(title = "&£ FE", ticksuffix

yaxis = list(title = "&FE", ticksuffix

6.1.4 Fp%

A s . G A B Bl

plotly::plot_Tly(
data = quakes, x = ~long, y = ~lat,

marker = 1list(

color = ~mag,

colorscale = "Viridis",

~lat) |>

IEI),
lsl)

colorbar = list(title = list(text = "ZEH"))

plotly::add_markers() |>
plotly::layout(

xaxis = list(title = "£ E"),

yaxis = list(title = "&E"),
= "R R B 34 X Hy R E B

+

.

+

—~

]
|

6.1.5 8

plotly PYE T — 28 XA

plotly::plot_1ly(
data = quakes, x = ~long, y = ~lat,

marker = Tlist(

color = ~mag,

colorscale = "Viridis",

colorbar = list(title = list(text = "E%&"))

%6

AL
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I

i
<

) 1>
plotly::add_markers() |>

55

r> plotly::layout(
7 xaxis = list(title = "&£ E"),
\ yaxis = list(title = "&E"),
@ title = "£F R HEBA LK K EFF"
)
6.1.6
6.1.7 PKEpl

6.2

6.2.1 i

wHPEDE

plotly {3 7R 2 filiF 2 5 W EUS I, NEARIRR scatter EIHARARAR scatterpolar FIHBEALAR
% scattergeo, M T 4iFIH scatter F|=4E=S[H] scatter3d, &) WebGL 0] PAVE Zy R HIAR R B 25

scattergl,

% 6.2: plotly 4 3022 il i BiS 22

gt ZFR

scatter AP TR E

scatter3d =S AREUS B

scattergl HUS K (WebGL i)
scatterpolar ﬂ&ﬁéﬁﬁj:ﬁ&ﬁigﬂ
scatterpolargl #RARFR FEUSE (WebGL i)
scattergeo ﬂﬁﬂﬂﬁé&ﬁjtﬁ&ﬁiﬁﬂ
scattermapbox  MIFHALAR FHEUSIE (MapBox fit)
scattercarpet f@%ﬁgﬂ

scatterternary —=JCH]

Bl 6.2 s 25T S I B R 73 1

plotly::plot_1ly(

data = quakes, x = ~long, y = ~lat,
type = "scatter", mode = "markers"
) 1>

plotly::layout(



xaxis = list(title = "&£ F"),
yaxis = list(title = "ZFE")

=10
¥
. .
o’ 4 ]
-15 L]
o s .
=20 ...E .
XY L
'..-. %
o
£ -25
=30
=35
.
0 *°
=40
165 170 175 180 185
2

] 6.2: i N A

6.2.2 HIBK

# https://plotly.com/r/reference/bar/
plotly::plot_1ly(

data = trunk_year, x
) >
plotly::layout(
xaxis = list(title = "ZE/fH"),
yaxis = list(title = "RAIEZE")

~year, y = ~revision, type = "bar"

6.2.3 Hhzk

plotly::plot_1ly(

data = trunk_year, x = ~year, y = ~revision, type = "scatter",

mode = "markers+lines", line = list(shape = "spline")
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NE
plotly::layout(
xaxis = list(title = "ZE4"),
yaxis = list(title = "RAFEL K E")

6.2.4 HIK

WA RRS W A, T 6.3 s 1iilAl

# https://plotly.com/r/reference/histogram/
plotly::plot_ly(quakes, x = ~mag, type = "histogram") |>
plotly::layout(

xaxis = list(title = "EHK"),
yaxis = list(title = "WHK")

IR

=R

Kl 6.3: HIFE R 117 4]

WRERBIIMRR I, T 6.4 AR

plotly::plot_1ly(
data = quakes, x = ~mag, type = "histogram",

histnorm = "probability",
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marker = list(

%6 F. RZAX

color = "lightblue",
line = list(color = "white", width = 2)
)
| >
plotly::layout(
xaxis = list(title = "EH"),
yaxis = list(title = "M FE")
)
0.1
0.08
g 0-06
=3
0.04
0.02
074 4.5 5 5.5 6

=R

Bl 6.4: HERRRPIAR I K

histnorm = "probability" FIMRIEFIMZ IR, RIEEAH 98 N MR UE L SR B LBl . HR=

B R AAEHT , ASIR] TR BERT IV 26 AN [F] (b T 1 38

JE R MR RN -
quakesS$depth_bin <- cut(quakes$depth, breaks

plotly::plot_ly(quakes,
X = ~mag, colors = "viridis",
color =

) >
plotly::layout(

~depth_bin, type = "histogram"

xaxis = list(title = "EZ&"),

PO

list(title

yaxis =

- AFIRHFERA , & 6.5 R R A AR

= 150 * 0:5)
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6.2 wRAN

50

40

30

R

20

10

0 II,‘I

4 4.5 5 5.5 6
=R

Kl 6.5: HIFEREG A F 1

6.2.5 FiZkK

plotly::plot_ly(quakes,
x = ~depth_bin, y = ~mag, colors = "viridis",
color = ~depth_bin, type = "box"
) 1>
plotly::layout(
xaxis = list(title = "EE"),
"ER)

yaxis = list(title
)

plotly::plot_ly(quakes,
x = ~depth_bin, y = ~mag, split = ~depth_bin,
type = "violin", color = ~depth_bin, colors = "viridis",
box = list(visible = TRUE),
meanline = list(visible = TRUE)
NE
plotly::layout(
xaxis = list(title = "HE™),

(0,150]
(150,300]
(300,450]
(450,600]
(600,750]
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yaxis = list(title = "EH")

=
HEK
\6.2.6 A

@ plotly ¥4 T FFJERY Mapbox GL JS, ] A F Mapbox #2449 K- HiE iR % (Mapbox Tile Maps), %t
23 [B) S AU R AT, R, WK 6.6 fs . BZA LA TS (Solomon Islands)
FLSSBE (Vanuatu) Fgs L @7 (New Caledonia), &R 77 A#iou 22 a2 il (Wellington )
BT 2E (Auckland), BEIHFESHIES (Fiji).

plotly::plot_1ly(

data = quakes, lat = ~lat, lon = ~long, radius = 10,
type = "densitymapbox", coloraxis = "coloraxis"
) [>

plotly::layout(
mapbox = list(
style = "stamen-terrain", zoom = 3,
center = list(lon = 180, lat = -25)
)

coloraxis = list(colorscale = "Viridis")

Map tiles by Stamen Design under CC BY 3.0
Data by OpenStreetMap contributors under ODbL

P 6.6: 2 LACHUR O o


https://github.com/mapbox/mapbox-gl-js

O M =

6.2 FHEX 61

PR B FU R HBIE G XU style oA "stamen-terrain®, i0] DAfH A HABFF v A% BO R HB L AR 55, L
Il "open-street-map" Fll "carto-positron". WIHfH ] MapBox $2Ht1)KHFL A HUEI AR S5, W52
7] 4% Mapbox Access Token. [ H1isz B HULALKR center DAARILATEL zoom, H 4228 H B T4k
P, BB @R Viridis BRI, 5 G BIH L R HEEAIR .

6.2.7 s

TEZ BIFANIN AL ggplot2 2 HHIX A, SEbr b, MK ATIELEA B4, EAEE . T RS
AFEEE plotly 2l S AR HIX 731G, Anlal 6.7 Firzr .

# https://plotly.com/r/reference/choropleth/
dat <- data.frame(state.x77,
stats = rownames(state.x77),
stats_abbr = state.abb
)
# o E
plotly::plot_ly(
data = dat,

type = "choropleth",

locations = ~stats_abbr,
locationmode = "USA-states",
colorscale = "Viridis",
colorbar = list(title = list(text = "AHIKAM)),
z = ~Income
) 1>
plotly::layout(
geo = list(scope = "usa"),
title = "19744F X[ & M oy A"

6.2.8 &K

AA5Z:7% plotly SE'E I~ BN A2 i , £l B SVN AiE$E22 Hik, 41t Martin Maechler 1 Brian
Ripley [AEERBIEE, 12 R Core Team FEFEZMWAL R, KNS 549 R i LAt X,
TEER 1999-2022 4F Martin Maechler 1 Brian Ripley Fy{CHEEE s &454k .

# https://plotly.com/r/animations/

trunk_year_author <- aggregate(data = svn_trunk_log, revision ~ year + author, FUN = length)
# https://plotly.com/r/cumulative-animations/

accumulate_by <- function(dat, var) {

var <- lazyeval::f_eval(f = var, data = dat)


https://plotly.com/r/cumulative-animations/

\ \<:X-62 %6 = XAZAW
1974 £ EF MAIATIUN
%EEL A
7 r> 6000
/
\ 5000
@ 4000

Bl 6.7: 1974 4FSEE SN AU

Tvls <- plotly:::getlLevels(var)
dats <- lapply(seq_along(lvls), function(x) {
cbind(dat[var %in% lvls[seq(l, x)1, 1, frame = lvls[[x]])
b
dplyr::bind_rows(dats)

subset(trunk_year_author, year >= 1999 & author %in% c("ripley", "maechler")) |>
accumulate_by(~year) |>

plotly::plot_ly(

X = ~year, y = ~revision, split = ~author,
frame = ~frame, type = "scatter", mode = "lines",
line = list(simplyfy = F)
e
plotly::layout(
xaxis = list(title = "4473"),

R E")

yaxis = list(title
) 1>
plotly::animation_opts(

frame = 100, transition = 0, redraw = FALSE
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NE
plotly::animation_button(
visible = TRUE, # & 74 ii%4l
label = "$FiK", # HHXAK
font = list(color = "gray")# LA &
NE
plotly::animation_slider(
currentvalue = list(
prefix = "fﬁﬁ? "
xanchor = "right",

font = list(color = "gray", size = 30)

)

lazyeval FJHEARIHETTBOR A Base R SC8l, HAEI, BT AR rlang FAL,

6.3 Y

6.3.1 BraAX
RS AR AR R O N

1

flzyp,0?) = >
YiXoa

exp{—

63

TEBRWA IS, 2050 N (3,1%) FlN(2,1.5%) o B%L plotly: :Tex() 13 LaTeX BEIHF

23, plotly Wi MathJax BB A XFFT.

x <= seq(from = -4, to = 8, length.out = 193)
yl <- dnorm(x, mean = 3, sd = 1)

y2 <- dnorm(x, mean = 2, sd = 1.5)

plotly::plot_1ly(

X = X, y = yl, type = "scatter", mode = "lines",

fill = "tozeroy", fillcolor = "rgba(0, 204, 102, 0.2)",

text = ~ paste0(

"xi ", x, "<br>",

"y ", round(yl, 3), "<br>"
)
hoverinfo = "text",

name = plotly::TeX("\\mathcal{N}(3,172)"),


https://github.com/hadley/lazyeval
https://github.com/r-lib/rlang/
https://www.mathjax.org/

1 64 %6 % XEZEY

line = list(shape = "spline", color = "#009B95")
) 1>
, plotly::add_trace(

X = X, y = y2, type = "scatter", mode = "lines",
\\ fill = "tozeroy", fillcolor = "rgba(51, 102, 204, 0.2)",

text = ~ paste0(
@ "xi ", x, "<br>",
"y ", round(y2, 3), "<br>"
)s

hoverinfo = "text",

name = plotly::TeX("\\mathcal{N}(2, 1.5%2)"),

line
) >
plotly::layout(

list(shape = "spline", color = "#403173")

xaxis = list(showgrid = F, title = plotly::TeX("x")),
F, title = plotly::Tex("f(x)")),

yaxis = list(showgrid
legend = list(x = 0.8, y = 1, orientation = "v")

) 1>

plotly::config(mathjax = "cdn", displayModeBar = FALSE)

0.4

0.35

0.3

0.25

0.1

0.05

A 6.8: WA
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% 6.3.2 ZhiEnEk

TERAREE , AFITICE, ITERBCGRE R, FEERE B AESEIE, HEARIE
ﬂ.ﬁ( 2z,
library(ggplot2)
<:::) p <- ggplot(data = quakes, aes(x = long, y = lat)) +
geom_point()
p
_10-
]
* - H I M
°
° oo
% o
ks
-30 -
165 170 175 180 185

long

K 6.9: ggplot2 22l i S E

1 ggplot2 W2 HUN AL N L BRI HUGIE, AFHFRA plotly AL ggplotly O,
plotly::ggplotly(p)

2 L E RN config() IXE SR staticPlot = TRUE, TIRFJEAR B HESEE#E MIERH.
KA SEIE .

plotly::ggplotly(p) |>
plotly::config(staticPlot = TRUE)

@ R

PREL style () WEBNSRMIERE, HAGBIILLIR, Abrseas, ARBEAERRE R, s
.

plotly::ggplotly(p, dynamicTicks = "y") |>
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m plotly::style(hoveron = "points", hoverinfo = "x+y+text",
1;*4::- hoverlabel = list(bgcolor = "white"))
7

/ orca (Open-source Report Creator App) ¥PFFXT plotly.js FEif ey I BA R0 S ThRE, 2ol
\orca JG, plotly::orca() PREUP]LAKSET htmlwidgets 11 plotly ®EXISR ST HH PNG. PDF i
@ SVG 252 g o B s I e
# orca
plotly::orca(p, "plotly-quakes.svg")
# kaleido

plotly::save_image(p, "plotly-quakes.svg")

6.3.3 ARG

quakes J&— LS [ AL E ) HHELE , plotly [ scattergeo [&JZ41X 2 [ AR 2 i
B, SR BCERIRSH R, T 6.10 N TR ALERE, FE AR S AR T 2R

plotly::plot_1ly(
data = quakes,
lon = ~long, lat = ~lat,
type = "scattergeo", mode = "markers",
text = ~ paste0(
"gk & " stations, "<br>",
"RHK: ", mag
)
marker = list(
color = ~mag, colorscale = "Viridis",
size = 10, opacity = 0.8,
line = list(color = "white", width = 1)
)
) >
plotly::layout(geo = list(
showland = TRUE,
landcolor = plotly::toRGB("gray9s"),
countrycolor = plotly::toRGB("gray85"),
subunitcolor = plotly::toRGB("gray85"),

countrywidth = 0.5,

subunitwidth = 0.5,

lonaxis = Tlist(
showgrid = TRUE,
gridwidth = 0.5,


https://github.com/plotly/orca#installation
https://github.com/plotly/orca#installation

OF M=

6.3 FRLT

range = c(160, 190),
dtick = 5

)

lataxis = list(
showgrid = TRUE,
gridwidth = 0.5,
range = c(-40, -10),
dtick = 5

))

Kl 6.10: =23 [a] i i

6.3.4  ¥hIKEI

e AT Aok e
plotly::plot_ly(quakes,
x = ~long, y = ~lat, color = ~mag,
type = "scatter", mode = "markers"
) 1>

plotly::config(staticPlot = TRUE) |>
plotly::layout(

67
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images = list( # KX HE K

%6 F. RZAX

source = "https://images.plot.ly/language-icons/api-home/r-1logo.png",

xref = "paper", # W 5%
yref = "paper",

X = 0.90, # AR

y = 0.20, # H4AT

sizex = 0.2, # K&

0.2, # TE
opacity = 0.5 # % E

sizey

6.3.5 ZPAk

FEMAS A E RS

pl <- plotly::plot_Ty(

data = trunk_year, x = ~year, y = ~revision, type = "bar"

) >

plotly::layout(
R,
"RERLE

xaxis = list(title

yaxis = list(title

p2 <- plotly::plot_Ty(

data = trunk_year, x = ~year, y = ~revision, type = "scatter",
mode = "markers+lines", line = list(shape = "spline")
) >

plotly::layout(
xaxis = list(title nAEARMY,
yaxis = list(title = "RA| X E")

htmltools: :taglList(pl, p2)

plotly f2 B %L subplot () &I T JRHES

plotly::subplot(plotly::style(pl, showlegend
plotly::style(p2, showlegend

TR ETF TR x .

FALSE),
FALSE),

nrows = 2, margin = 0.05, shareX = TRUE, titleY

TERREMR G RE, R R subplot () SEH.
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pll <- plotly::subplot(plotly::style(pl, showlegend = FALSE),
plotly::style(p2, showlegend = FALSE),
nrows = 1, margin = 0.05, shareY = TRUE, titleX = TRUE

plotly::subplot(pll,
plotly::style(p2, showlegend = FALSE),
nrows = 2, margin = 0.05, shareY = FALSE, titleX = FALSE

6.3.6 PRI

crosstalk fUnl K plotly W2l EIEH DT Wil fEr)FARIKEhE R . plotly 265 BIE, TEEIE
R TR R r Bt S s e A o

library(crosstalk)
# quakes H({E R T HZ By
quakes_sd <- SharedDataSnew(quakes)
# LE X LAWY
p <- plotly::plot_ly(quakes_sd, x = ~long, y = ~lat) |[>
plotly::add_markers() |>
plotly::highlight(on = "plotly_selected", off = "plotly_deselect")
# I fERAE
d <- DT::datatable(quakes_sd, options = list(dom = "tp"))
# BHERA S —RET
bscols(list(p, d))
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dbnt R HAUE

X

T RIS Ron 8, KHFMHTELZIIEE, TeARA 4. Hip. R, WrT A T4,
&, WAIA MRS, AARS). BE#I0. Sk . PIEEESE . S H MR RE SO M
1y, WEXAER) RS TR LW K n) DT 4, BEmEmNAS 31%, BET jQuery HEZRMATE
mm DataTables J, $fit T—4 R py&i, &R THAGZHMET IS FEi R B8, #HHET
htmlwidgets.

7.1 AlYaE

711 QR

library(DT)
datatable(head(iris))

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/filed426a594c8e2b/
widget426a3109d6da.html screenshot completed

Show | 10 v|entries Search:
Sepal.Length Sepal . Width Petal.Length Petal. Width Species

1 5.1 35 14 0.2 setosa

2 49 3 14 0.2 setosa

3 4.7 32 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5 3.6 14 0.2 setosa

6 54 39 1.7 04 setosa
Showing 1 to 6 of 6 entries Previous 1 Next

70


https://github.com/rstudio/DT
https://jquery.com/
https://datatables.net/
https://github.com/ramnathv/htmlwidgets

7.1 HEehshak 71

7.1.2 IR

datatable(head(iris), caption = "B RILFKEE (Fa) ™)

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a72430831/
widget426aecf0392.html screenshot completed

Show| 10 v |entries Search:
BRICHIE (H5)
Sepal.Length Sepal . Width Petal.Length Petal. Width Species

1 5.1 35 1.4 0.2 setosa

2 49 3 14 0.2 setosa

3 4.7 32 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5 3.6 14 0.2 setosa

6 54 39 1.7 04 setosa
Showing 1 to 6 of 6 entries Previous 1 Next

7.1.3  WITERE

caption /E4 HHIERE

datatable(head(iris), caption = htmltools::tagsS$caption(
style = 'caption-side: bottom; text-align: left;', 'E: BEMLHKEE (F4) . ")
)

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a43262db5/
widget426a7f82e883.html screenshot completed
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Show | 10 v/|entries Search:
Sepal.Length Sepal . Width Petal.Length Petal. Width Species

1 5.1 35 14 0.2 setosa

2 49 3 14 0.2 setosa

3 4.7 32 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5 3.6 14 0.2 setosa

6 54 39 1.7 0.4 setosa
T SEHEHEE G .
Showing 1 to 6 of 6 entries Previous 1 Next

7.1.4 KFE

BRIF PRI R Z 0, KPRA R T .

datatable(iris, options = list(scrollX = TRUE))

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a5b7af614/
widget426a65b1c9f7.html screenshot completed
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‘% Show | 10 v/ entries Search:
7 Sepal.Length

Sep
4

ﬂﬂ\ 1 5.1 35 14 0.2 setosa
2 49 3 14 0.2 setosa

@ 3 4.7 32 1.3 0.2 setosa
4 4.6 3.1 1.5 0.2 setosa

5 5 3.6 14 0.2 setosa

6 54 39 1.7 0.4 setosa

7 4.6 34 14 0.3 setosa

8 5 34 1.5 0.2 setosa

9 44 29 1.4 0.2 setosa

10 49 3.1 1.5 0.1 setosa

Showing 1 to 10 of 150 entries
Previous 1 2 3 4 5 . 15 Next

7.1.5 FEHIEG)

BRAGHATIR Z N, F BRI ARSI . A28 R B IS B, U] scrollY .

datatable(iris, options = list(scrollX = TRUE, scrollY = 300, scrollCollapse = TRUE, paging = FALSI

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a74ealdlb/
widget426a361d1394.html screenshot completed


https://datatables.net/reference/option/scrollY

O iz

74 %7 F. ORERK
Search:

Sepal.Length Sej
1 5.1 35 14 0.2 setosa
2 49 3 14 0.2 setosa
3 4.7 32 1.3 0.2 setosa
4 4.6 3.1 1.5 0.2 setosa
5 5 3.6 14 0.2 setosa
6 54 39 1.7 0.4 setosa
7 4.6 34 14 0.3 setosa
8 5 34 1.5 0.2 setosa
Q9 44 29 14 02 cetoea

Showing 1 to 150 of 150 entries

7.1.6 Hfamm

BEASFRATIRZ I, KR TR —FhO7Ik, T ELRBROAR—Fhpik.

datatable(iris)

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a3625dd69/
widget426a6feb3444.html screenshot completed
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‘% Show| 10 v |entries Search:

7 Sepal.Length Sepal . Width Petal.Length Petal. Width Species

ﬂﬂ( 1 5.1 35 14 0.2 setosa
2 49 3 14 0.2 setosa

@ 3 4.7 32 1.3 0.2 setosa
4 4.6 3.1 1.5 0.2 setosa
5 5 3.6 14 0.2 setosa
6 54 39 1.7 0.4 setosa
7 4.6 34 14 0.3 setosa
8 5 34 1.5 0.2 setosa
9 44 29 1.4 0.2 setosa
10 49 3.1 1.5 0.1 setosa

Showing 1 to 10 of 150 entries
Previous 1 2 3 4 5 ... 15 Next

BCEAG SR, AT AR R TS s i Bt

datatable(iris, options = list(pagelLength = 8))

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a7272a411/
widget426a447192ca.html screenshot completed
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Show| 8  v|entries Search:
Sepal.Length Sepal . Width Petal.Length Petal. Width Species
1 5.1 35 14 0.2 setosa
2 49 3 14 0.2 setosa
3 4.7 32 1.3 0.2 setosa
4 4.6 3.1 1.5 0.2 setosa
5 5 3.6 14 0.2 setosa
6 54 39 1.7 0.4 setosa
7 4.6 34 14 0.3 setosa
8 5 34 1.5 0.2 setosa

Showing 1 to 8 of 150 entries

Previous 1 2 3 4 5 ... 19 Next

T.1.7  ERERE

datatable(diris, options = list(autofill = TRUE, scrollX = TRUE, scrollY = 300, scrollCollapse = TRUE, pz

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a39b9d2c2/
widget426a56bbdc29.html screenshot completed



\ \\/\ 7.1 HEehshae 7

Search:

ot
‘/,_\'S‘ Sepal.Length Sej

/ 1 5.1 3.5 14 02 setosa
@\ 2 49 3 1.4 0.2 setosa
3 4.7 32 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5 3.6 14 0.2 setosa

6 54 39 1.7 0.4 setosa

7 4.6 34 14 0.3 setosa

8 5 34 1.5 0.2 setosa

9 a4 29 14 0?2 cetnea

Showing 1 to 150 of 150 entries

7.1.8 frslsndl
7.1.9 FiRAfe

7.1.10  EdRnifa

library(tibble)

dat <- tribble(
~namel, ~name2,
as.character(htmltools::tags$b("ﬁﬂ%ﬂ")), as.character (htmltools::a(href = "https://rstudio.com",
as.character (htmltools::em("5&JH ")), '<a href="#" onclick="alert(\'Hello World\');">Hello</a>"',
as.character (htmltools: :span(style = "color:red", "IF# ")), "IE&"

)

ARSI ) R/ NE_E B

colorize_num <- function(x) {
ifelse(x > 0,
sprintf("<span style='color:%s'>%s</span>", "green", x),

sprintf("<span style='color:%s'>%s</span>", "red", x)



\\4 78 %7 F. ORAERMA

}
m colorize_pct <- function(x) {

> ifelse(x > 0,

/ sprintf("<span style='color:%s'>%s</span>", "green", scales::percent(x, accuracy = 0.01)),
:x*EEL\ sprintf("<span style='color:%s'>%s</span>", "red", scales::percent(x, accuracy = 0.01))
@ )

}

colorize_pp <- function(x) {
ifelse(x > 0,
sprintf("<span style='color:%s'>%s</span>", "green", paste0(round(100*x, digits = 2), "PP")),

sprintf("<span style='color:%s'>%s</span>", "red", paste@(round(100*x, digits = 2), "PP"))

}

colorize_text <- function(x, color = "red") {
sprintf("<span style='color:%s'>%s</span>", color, x )

}

library(DT)

datatable(

data = dat, escape = FALSE,

colnames = c(colorize_text("ﬁ%lﬁﬂ", "red"),
as.character (htmltools::em("%2%]|"))),

options = Tlist(

pagelength = 5, # % 7 & ~547

1}]\

dom = "t"

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426alab04c77/
widget426a2c6c2651.html screenshot completed

Base R WEH R W&A FEmEdnd, JEHEGER RIS EE, JFRERFIFHE 1/
HRZE SN ERNEBIRERIT, B LRI R R

# B R BFE

Pkgs <- sapply(list.files(R.home("1library")), function(x) {
packageDescription(pkg = x, fields = "Priority")

i)

# WHAE R BFIK

CorePkgs <- names(Pkgs[Pkgs %in% c("base", "recommended") & !is.na(Pkgs)])
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% % 7.1 Fdami e

"7 151 #25)
/
\

1 TR icatsid
2 i Hello

# WE R AHHEE

BaseDataSets <- data(package = CorePkgs)sresults[, c("Package", "Item", "Title")]

library(DT)
datatable(BaseDataSets,
rownames = FALSE, # @& 7474
extensions = c("Buttons", "RowGroup"),
options = Tlist(
pagelength = 10, # & W &~ 4T%
language = list(url = "//cdn.datatables.net/plug-ins/1.10.11/i18n/Chinese.json"), # A
dom = "Bfrtp", # EHE R RATH . Ik f WS, BAA p X7
ordering = F, # X5 # 7
buttons = c("copy", "csv", "excel", "print"), # 1B LTI
rowGroup = list(dataSrc = 0), # % Package 7%|4-4l
columnDefs = list(
list(className = "dt-center", targets = 0), # ~EZ 474, N targets N o JF#h, TMMN 1 FF#
list(visible = FALSE, targets = 0) # A 78 Package ¥l

file:////private/var/folders/q0/wmf37v850txck86cpnvwm_zw0000gn/T/RtmpTkliAn/file426a612eebcd/
widget426a4f7b1193.html screenshot completed



Copy Csv

Item

datasets
AirPassengers
BJsales
Blsales.lead (BJsales)
BOD

CO2
ChickWeight
DNase
EuStockMarkets
Formaldehyde

HairEyeColor

F7TF. REARME

% 7.2: Base R W B HIEE

Excel Print Search:

Title

Monthly Airline Passenger Numbers 1949-1960

Sales Data with Leading Indicator

Sales Data with Leading Indicator

Biochemical Oxygen Demand

Carbon Dioxide Uptake in Grass Plants

Weight versus age of chicks on different diets

Elisa assay of DNase

Daily Closing Prices of Major European Stock Indices, 1991-1998
Determination of Formaldehyde

Hair and Eye Color of Statistics Students

Previous 1 2 3 4 5 ... 38 Next
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7.2 WL

7.2.2  FEE

7.2 PR
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BN JEAS Bk

— SO AT BB R 3 R R BRI R AR ROIEFH KA AD R Al DAHIE I 2, Ho
gt WARFEGNG, B CARIMEARR I MR, RRERIENMRIE, ot WABRITEMG ggplot2
BT, T H ERAR AL .

8.1 Pk All

TERTAIET, FATE LB knitr GUAY kable () MRELHIIERI M o

library(knitr)
kable(head(iris))

* 8.1: SREAKRSE (Fh)

Sepal.Length  Sepal. Width  Petal.Length Petal. Width  Species

5.1 3.5 14 0.2 setosa
4.9 3.0 14 0.2 setosa
4.7 3.2 1.3 0.2 setosa
4.6 3.1 1.5 0.2 setosa
5.0 3.6 14 0.2 setosa
5.4 3.9 1.7 0.4 setosa

B gt Wl MERERRRRE 8.2 .

library(gt)
gt(head(iris))

82


https://github.com/rstudio/gt

1m 8.2 Hrehshak 83

% % 8.2: B REEIRE (F)

,

4 Sepal.Length Sepal. Width Petal.Length Petal. Width Species
5.1 3.5 1.4 0.2 setosa
4.9 3.0 1.4 0.2 setosa
4.7 3.2 1.3 0.2 setosa
4.6 3.1 1.5 0.2 setosa
5.0 3.6 1.4 0.2 setosa
5.4 3.9 1.7 0.4 setosa
8.2 JLnliyhnk

8.2.1 bz

RIS IMZAR AR A E B, B E mdO KBV, ARBRIEIRE SR Markdown 9%, #5] HTML

2y 2!

library(data.tab'le)
library(gt)

iris_dt <- as.data.table(iris)[, head(.SD, 2), by = .(Species)]

iris_dt |>
gt |>
tab_header (
title = md("x*B B RIEE"),
subtitle = "R WEHKEE"

8.2.2 wHifw ¥4l

AN BAR  IS B R TR, AR A BAR i 51 48 & NG IA, Se 2 dpran 2 -

iris_dt |>

gt() [>

cols_Tlabel(
Species = "FhKn,
Sepal.lLength = "fLEK F",
Sepal.wWidth = "fh 2 % v,
Petal.lLength = "Lk E",
Petal.Width = "M% E"
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84 % 8 F. EmAEMK
% 8.3: F R LEUE

L X G S
R Py AR S

Species Sepal.Length Sepal. Width Petal.Length Petal. Width
setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 1.4 0.2
versicolor 7.0 3.2 4.7 1.4
versicolor 6.4 3.2 4.5 1.5
virginica 6.3 3.3 6.0 2.5
virginica 5.8 2.7 5.1 1.9

* 8.4 BRELHIE

2k B PEETE PERG PEIG T
setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 14 0.2

versicolor 7.0 3.2 4.7 1.4
versicolor 6.4 3.2 4.5 1.5
virginica 6.3 3.3 6.0 2.5
virginica 5.8 2.7 5.1 1.9

8.2.3 11454l

1505 A H B @B AR BT . tEAFSRBRATI) 2, Feds BRI ARE, e Bk
BERENNTE I, T FRICH Species SITATIT 4, PR 4 SIFAEESTEMn P4, 2 T R B
3L, A& Species SR 74745, PR SO o ORI SE R 60% -

iris_dt |[>
dplyr::mutate(row_id = dplyr::row_number(), .before = Species) |>
dplyr::group_by(Species) |>
gt(rowname_col = "row_id") |>
cols_Tlabel(
Species = "fhFn,
Sepal.Length = ”%ﬁE{",
Sepal.Width = "% E",
Petal.Length = "k &,
Petal.Width = "% fE"



I

It
>

N\

©

8.2 KEhTrit

# 8.5 SREALIE

e T
kg SR K gl
setosa
1 5.1 3.5 1.4 0.2
2 4.9 3.0 14 0.2
versicolor
3 7.0 3.2 4.7 1.4
4 6.4 3.2 4.5 1.5
virginica
5 6.3 3.3 6.0 2.5
5.8 2.7 5.1 1.9

) [
tab_spanner(

label = "fh %",

columns = starts_with("Sepal")

) [
tab_spanner(

label = " ik,

columns = starts_with("Petal")

) 1>
tab_options(
table.width = pct(60)

8.2.4 Mgyt

85

TR E N TR AN . gt AERBLEREL data_color () R&EFME LA, XA HRBURIE—4]
Fllmma (FAEPWES)) AR —HBE . T FMRIE5 Sepal. Length Y{EFI viridis BRI B4 .
PR%L data_color () HJZ4EL palette nJPA#EZ K H viridis fil RColorBrewer Uit 4#k,
“viridis”, WnfU%Z K paletteer Wb, Bbivt, @ i LA ERN R 44, i palette
= "ggsci::red_material" F/NT] ggsci fU11 red_material YR,



-

* 8.6: SREALLIE

BRI

R NEHESE

8 F. AR

Species Sepal.Length Sepal. Width Petal.Length Petal. Width

@ setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 1.4 0.2
versicolor 3.2 4.7 1.4
versicolor 3.2 4.5 1.5
virginica 3.3 6.0 2.5
virginica 2.7 5.1 1.9

iris_dt |>
gt |>
tab_header (
title = md("xxB B+ KE/E",
subtitle = "R WEHKIELE"
) 1>

data_color(

columns = "Sepal.Length",
palette = "viridis",
reverse = TRUE

B TR R AR @Ak, bl AR B E G @b, B%L data_color () IIZHK fn Wl DAL
A SRR R AL, BREBRITEREL scales: icol_numeric () I RARFEIE L (LI (5 17 5

iris_dt |>

gt |>

tab_header (
title = md("xxB B+ KE/E"),
subtitle = "R WEIKIEE"

) 1>

data_color(
columns = "Sepal.Length",
fn =

scales::col_numeric(palette = "viridis", reverse = T, domain

= NULL)
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% 8.7 SREAHIE

LA X G S
R Py RS

Species Sepal.Length Sepal. Width Petal.Length Petal. Width
setosa 5.1 3.9 1.4 0.2
setosa 4.9 3.0 1.4 0.2
versicolor 3.2 4.7 1.4
versicolor 3.2 4.5 1.5
virginica 3.3 6.0 2.5
virginica 2.7 5.1 1.9

8.2.5 M

KRGS IMFAEARBRN R, W ABIEE, HSRMIFRIR . TR T A, —4 5
B ry Sepal.Length 1 MK, UERIABARLERIRIL, 73— DHTESS] Species KHK, BLHIHE L.

iris_dt |>
gt |>
tab_header (
title = md("xxB BRI+ KEE"),
subtitle = "R WEHKEE"
) 1>
data_color(

columns = "Sepal.Length",

method = "numeric", palette = "viridis", reverse = TRUE
) 1>

data_color(

columns = "Species", palette = "Setl"

) 1>

tab_footnote(
footnote = md ("B FIEEF FIUE E Fisher's or Anderson's"),

locations = cells_column_labels(columns = "Sepal.Length")
) 1>
tab_footnote(

footnote = "B By K F|",

locations = cells_column_labels(columns = "Species")



* 8.8 BREALLIE

8 F. AR

IN

0T

S & B ER A
$

©

R NEHIRE

Species? Sepal. Length® Sepal. Width Petal.Length Petal. Width
setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 1.4 0.2
versicolor 3.2 4.7 1.4
versicolor 3.2 4.5 1.5
virginica 3.3 6.0 2.5
virginica 2.7 5.1 1.9

Y AU E ST

2 i B AL By B 8E [ Fisher’s or Anderson’s

8.3 ¥ ke

8.3.1 HlissX

FA{Ll ggplot2 FIpER%L ggsave (), gt WA T HFAEMIBEEL gtsave () , THEIFAT I L HIVER A %R

ERAr ] PNG #XE R Bl scfp i HTML | TeX fil DOCX 854 A%

gt(head(iris)) |>

gtsave(filename = "screenshots/iris.png", expand

8.3.2 WA

HRAER AR A, SR Markdown k.

# Bl B

df <- tibble::tribble(
~ B, ~AR,
"RAT AR, "$er{i \\pi} + 1 = 0$",
nE IR EFEN, "$ar2 + bA2 = cA28"

df |>
gt() |>
tab_header(

10)
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£ 8.9: HALEE A
y=XpP+e
NN
em"+1=0

a’+ b =2

title = md("Sy=X\\beta+\\epsilons$")

) 1>

fmt_markdown(columns = "/AZA.")

8.3.3 #MIZKER

gt HARMLEREL local_image () fNEAHLE Fr, W RREL html () FFE R LHEE G TR .

iris_dt |>
gt() |>
tab_header(

title = md("*+& B~ L"),

subtitle = html(local_image(filename = "images/Rlogo.png", height

))

BRREHIES
R
Species Sepal.Length Sepal.Width Petal.Length Petal.Width
setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 1.4 0.2
versicolor 7.0 3.2 4.7 1.4
versicolor 6.4 3.2 4.5 15
virginica 6.3 3.3 6.0 2.5
virginica 5.8 2.7 5.1 1.9

K 8.1: FRimsKED



1 m 90 %8 F. ExziA
% 8.4 HERf
s
ﬂ_ﬁf 8.4.1 gtExtras {4
\

gtExtras U3 J& gt WAIHES), Rt EPIREFT R REL, WIREE—SIMEBELHFEE, X
(©) ot gt o1t bor O . WA AT HIML St WA PNG fist, 18
%L gtsave() FH.

library(gtExtras)
iris_dt |>
gt |>
gt_plt_bar(column = Sepal.Length, keep_column = TRUE)

Species Sepal.Length Sepal Width Petal.Length Petal.Width Sepal.Length

setosa 5.1 3.5 1.4 0.2 |
setosa 4.9 3.0 1.4 0.2 |
versicolor 7.0 3.2 4.7 1.4 _
versicolor 6.4 3.2 4.5 1.5 _
virginica 6.3 3.3 6.0 2.5 (I
virginica 5.8 2.7 5.1 1.9 |

K 8.2: gtExtras £

8.4.2 gtsummary {J

gtsummary {1 (Sjoberg & 2021) H2¥ & gt WHIRESS, B TR SAEEILE (SRR R %L
summary () ), JCHATDMRIEGEVHRZL R i A5 R AT RE T TR

library(gtsummary)
iris |>
tb1l_summary(include = c(Sepal.Length, Sepal.Width, Petal.Length), by = Species)

iris_lm <- lm(Sepal.Length ~. , data = diris[, -5])

iris_lm |> tbl_regression()

BT gt WRHATEWRASS, FAPIAHIERMER R WES—, 2302 tinytable 17l kableExtra
.


https://github.com/jthomasmock/gtExtras
https://github.com/ddsjoberg/gtsummary

84 HE RE

7 8.10: #5 RAESHIIEL

91

Characteristic setosa N = 50 versicolor N = 50!

virginica N = 50?

5.90 (5.60, 6.30)
2.80 (2.50, 3.00)
4.35 (4.00, 4.60)

Sepal.Length
Sepal. Width
Petal.Length

5.00 (4.80, 5.20)
3.40 (3.20, 3.70)
1.50 (1.40, 1.60)

6.50 (6.20, 6.90)
3.00 (2.80, 3.20)
5.55 (5.10, 5.90)

Median (Q1, Q3)

26 8.11: ZepkulH

Characteristic Beta 95% CI p-value
Sepal. Width 0.65 0.52, 0.78 <0.001
Petal.Length 0.71 0.60, 0.82 <0.001
Petal. Width -0.56 -0.81, -0.30 <0.001

Abbreviation: CI = Confidence Interval

8.4.3 tinytable {J

Jii4 R, tinytable fig— OB EIR R 6, 2B R &, 5 tinyplot WA

ERAENEEE

library(tinytable)
tt(iris_dt, theme = "grid") |>

style_tt(i = 1:2, j = 1, color = "white", background = "#4B0055") |>

style_tt(i = 3:4, j
style_tt(i = 5:6, j

% 8.12: iris Kk ()

= 1, color = "white", background = "#009B95") |>
= 1, color = "white", background = "#FDE333")

Species Sepal.Length | Sepal.Width | Petal.Length | Petal. Width
setosa ‘ 5.1 3.9 14 0.2
setosa ‘ 4.9 3.0 1.4 0.2
versicolor [\ 3.2 4.7 14
versicolor it 3.2 4.5 1.5

6.3 3.3 6.0 2.5

5.8 2.7 5.1 1.9



https://github.com/vincentarelbundock/tinytable/
https://github.com/grantmcdermott/tinyplot

8 F. AR

library(knitr)
11 brary(kableExtra)

options(kableExtra.html.bsTable T)

‘% 8.4.4 kableExtra fy
l kableExtra WFEZP T knitr {l kable() REWIIEE, MILT gt 0, MM, AR Nt .

iris_dt |>
kable(booktabs = TRUE, escape = FALSE, align = "c",
col.names = gsub("[.]", " ", names(iris_dt))) |>
kable_styling(
bootstrap_options = c("striped", "condensed"),
latex_options = "basic", full_width = FALSE
) 1>

column_spec(l, color = "white", background = spec_color(as.integer(iris_dt$Species))) |>

column_spec(2, color = spec_color(iris_dt$Sepal.Length))

2 8.13: iris i (H43)

Species  Sepal Length Sepal Width Petal Length Petal Width

setosa 5.1 3.5 1.4 0.2
setosa 4.9 3.0 14 0.2
versicolor 3.2 4.7 1.4
versicolor 6.4 3.2 4.5 1.5
6.3 3.3 6.0 2.5

0.8 2.7 5.1 1.9



https://github.com/haozhu233/kableExtra

library(shiny)

— A BB, A4 Shiny WA LUK . — AP KR B . AR
. ZHEES Shiny 2, 41 DT, plotly. leaflet 5. /M4 Shiny Tl ALRY HITF At A -

9.1 W Rpl

library(shiny)

ui <- fluidPage(
sliderInput(inputId = "n", label = "MMiCFKHW I E",
min = 1, max = nrow(faithful), value = 100),

plotOutput("plot")

server <- function(input, output) {
output$plot <- renderPlot({
hist(faithful$eruptions[seq_len(inputsn)],
breaks = 40,
main = "X E®AAEFR",
xlab = "W & ¥ S0 o]

i)

shinyApp(ui, server)

93



9.1.1 UI pijs

IEI
/\ 9.1.2 Server )i

ﬂF\E\ 9.2 Shiny 1k

ﬁ@l@% THEESNG 44, ENMHEABRRR, RAREE.

9.2.1 Wnkdy

PN . JRSL IR . e sl

9.2.2 #iAKE

BERL, SR

9.2.3 ikl

PEACHCHL . Y F

9.24 %

:EKTE%KL%J}\’H(/LA y izl [/J\;‘FEI r—“J\ E’Ij(/u

library(shiny)

ui <- fluidPage(
sliderInput(inputId = "n", label = "JMiEFKH L E",
min = 1, max = nrow(faithful), value = 100),

plotOutput("plot"),

bookmarkButton(id = "bookmarkl", label = "FL" title = "L,

server <- function(input, output) {
output$plot <- renderPlot({
hist(faithfulSeruptions[seq_len(inputs$n)],
breaks = 40,
main = "X [E®AAEFR",
xlab = "¥f 4 HF 42 B A

%9 F ZAPA

4 B BB BRAST)



O M =

9.3 SHINY ¥ k&

i)

enableBookmarking(store = "url")

shinyApp(ui, server)

9.3 Shiny §

DRI

o shinydashboard / shinydashboardPlus Shiny ) H
o flexdashboard R Markdown U4+ #]{E Shiny i
e bs4Dash

SEHFA

« DT

e reactable
ZHEE

e plotly

e ggiraph

9.3.1 W iAu)

9.3.2 A H KK

NHIFE Shiny W HPEA DT D HiI1ER S B R
# Hl
library(shiny)
ui <- fluidPage(
4 B B AR R 4 B
titlePanel("E}%ﬂﬂ%ﬁ{ﬁ—ﬁ") ,
# WA
fluidRow (
column(l2, DT::dataTableOutput("table"))

# R4

95


https://github.com/rstudio/shinydashboard
https://github.com/RinteRface/shinydashboardPlus
https://github.com/rstudio/flexdashboard/
https://github.com/RinteRface/bs4Dash

server <- function(input, output, session) {

\\\/\96 %9 % RAZFEA
Ot

outputstable <- DT::renderDataTable(iris,

> options = list(
/ pagelLength = 5, # % I 51T
:ﬁ%\ initComplete = I("function(settings, json) {alert('Done.');}")
@ ), server = F
)
}

shinyApp(ui, server)

PEu

hm#; shiny M5 N2 DT f4, K%L dataTableOutput() Fl renderDataTable() Rz,
HFA R AHAG XA BE . FEQIEE shiny WAL, WURRAIFHE L MRS, mFEE
{§iffl DT 4] DT::dataTableOutput() Fl DT::renderDataTable() , {5M<3R4E, £ https:
//github.com /rstudio/shiny /issues /2653,

reactable £ JS J£ React Table $2{lt2z B FMKIEYY, A shiny ToaE4ER, &F DT WA ik
P&, 7£ app.R ] reactable fffJ reactableOutput() F/l renderReactable() PRI shiny H I
dataTableOutput() Fll renderDataTable(). - AHZZ DT #l shiny 1EREuss T, HEEZN
RikE| 99%.

library(shiny)

NTHIAE Shiny Y H13H A reactable L Hil1ER A2 B FAE

library(shiny)
library(reactable)

ui <- fluidPage(
reactableOutput("table")

server <- function(input, output) {
output$table <- renderReactable({
reactable(iris,

filterable = TRUE, # 1T JE
searchable = TRUE, # ﬁ%ﬁ
showPageSizeOptions = TRUE, # T H A /)
pageSizeOptions = c(5, 10, 15), # I M A /T %I
defaultPageSize = 10, # ZKiA & /10T


https://github.com/rstudio/shiny/issues/2653
https://github.com/rstudio/shiny/issues/2653
https://github.com/glin/reactable
https://github.com/tannerlinsley/react-table
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BRLE
striped = TRUE, # [B4T & &
fullwidth = FALSE, # BRIAFE L& FHET, &N AHEEN T
defaultSorted = list(
Sepal.Length = "asc", # H/NZ AH/JF
Petal.Length = "desc" # B A Z|/
)5

columns = list(

highlight = TRUE, #

Sepal.Width = colDef(style = function(value) {
# Sepal.width 7B & 4710
if (value > 3.5) {
color <- "#008000"
} else if (value > 2) {
color <- "#e00000"

} else {
color <- "#777"
}
list(color = color, fontWeight = "bold") # =&kl
b

i)

shinyApp(ui, server)

%7 DT #l reactable 3, H'E 4 Shiny £ R f2iAH gt . formattable I kableExtra 45,

9.3.3 ZHKEIE

ggiraph {1

9.4 Shiny {{F#

dashboard FiFEERMAER, S BB OB, TERMFBAENEMRE NVIZ TR, R 4
shiny LG, (XRERHIERBIEREE S , WRPIER T— 475, Hohn shinydashboard ., flexdashboard
&% Ah bsdDash E:F Bootstrap 4 HU{XFE#E, H @l shiny 1 rmarkdown #FAE ] Bootstrap 4 J}4%, iX
EARFM T, shinydashboardPlus F 3 H 7 T3 & shinydashboard 4


https://github.com/rstudio/gt
https://github.com/renkun-ken/formattable
https://rstudio.github.io/shinydashboard
https://github.com/rstudio/flexdashboard
https://github.com/RinteRface/bs4Dash
https://github.com/RinteRface/shinydashboardPlus
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9.4.1 shinydashboard 43
m

o5y TR IARAEH app R SCLE.

ﬁﬁ\ library(shiny)

library(shinydashboard)

ui <- dashboardPage(
dashboardHeader (title = "Basic dashboard"),
## A
dashboardSidebar(

sidebarMenu (

%9 F RAZEA

menuItem("Dashboard", tabName = "dashboard", dicon = icon("dashboard")),

menultem("Widgets", tabName = "widgets", icon = dicon("th"))
)
)
# ERA A
dashboardBody (
tabItems(
# F—/ Tab WHAE
tabItem(
tabName = "dashboard",
fluidRow (
box(plotOutput("plotl", height = 250)),
box (
title = "Controls",

sliderInput("slider", "Number of observations:", 1, 100, 50)

)
)

# F A Tab THE
tabItem(
tabName = "widgets",

h2 ("Widgets tab content")

server <- function(input, output) {



I
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/
A\
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9.4 SHINY &k #

set.seed(122)
histdata <- rnorm(500)

output$plotl <- renderPlot({
data <- histdata[seq_len(inputS$slider)]
hist(data)

i)

shinyApp(ui, server)

9.4.2 shinydashboardPlus {J

shinydashboardPlus f[{ K%} descriptionBlock()

library(shiny)
library(shinydashboard)
library(shinydashboardPlus)

shinyApp(
ui = dashboardPage(
dashboardHeader (),
dashboardSidebar (),
dashboardBody (
box (
solidHeader = FALSE,
title = "“RABKE",
background = NULL,
width = 4,
status = "danger",
footer = fluidRow(
column (
width = 6,
descriptionBlock(
number = "17%",
numberColor = "green",
numberIcon = "fa fa-caret-up",
header = "$35,210.43",
text = "HKA",
rightBorder = TRUE,

99



\ \4 100 %9 & RAZRA

marginBottom = FALSE
4= )
T ),
/ column (
\ width = 6,

@ descriptionBlock(
number = "18%",
numberColor = "red",
numberIcon = "fa fa-caret-down",
header = "1200",
text = "HARTE K",
rightBorder = FALSE,
marginBottom = FALSE

)
)

title = "Description Blocks"

)

server = function(input, output) { }

9.4.3 bs4Dash {4y

library(bs4Dash)
ui <- dashboardPage(
dashboardHeader (title = "Basic dashboard"),
dashboardSidebar (),
dashboardBody (
# Boxes need to be put in a row (or column)
fluidRow(
box (plotOutput("plotl", height = 250)),

box (
title = "Controls",
sliderInput("slider", "Number of observations:", 1, 100, 50)
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9.4 SHINY &k #

server <- function(input, output) {
set.seed(122)
histdata <- rnorm(500)

output$plotl <- renderPlot({
data <- histdata[seq_len(inputs$slider)]
hist(data)

i)

shinyApp(ui, server)

9.4.4 miniUI {y

miniUT {3l fERRARR Shiny WV, &M T/NERERR.

library(shiny)
library(miniUI)
library(leaflet)
library(ggplot2)

ui <- miniPage(
gadgetTitleBar ("Shiny gadget example"),
miniTabstripPanel(
miniTabPanel(title = "&£,
icon = dcon("sliders"),

miniContentPanel(

sliderInput("year", "£4}", 1978, 2010, c(2000, 2010), sep = "")

)
)
miniTabPanel(title = "H M fL",
icon = dcon("area-chart"),
miniContentPanel(
plotOutput("quakes", height = "100%")
)
)
miniTabPanel(title = "M &",

101



icon = icon("map-o"),
miniContentPanel(
padding = 0,
leafletOutput("map", height = "100%")
)
miniButtonBlock(
actionButton("resetMap", "Reset")
)
)
miniTabPanel(title = "%k?%",
icon = icon("table"),
miniContentPanel(
DT::dataTableOutput("table")
)
)

selected = "Map"

server <- function(input, output, session) {
output$quakes <- renderPlot({
ggplot(quakes, aes(long, lat)) +
geom_point()
b

output$map <- renderlLeaflet({
force(input$resetMap)

leaflet(quakes, height = "100%") |>
addTiles() |>
addMarkers(lng = ~long, lat = ~lat)
b

output$table <- DT::renderDataTable({

quakes

)

observeEvent (input$done, {
stopApp (TRUE)
b

%9 F RAZEA



O M=

9.5 SHINY 4

shinyApp(ui, server)

9.5

9.5.1 bslib g

o bslib

9.5.2 shinymaterial 43

shinymaterial f5Z¥ Material Design

library(shiny)
library(shinymaterial)

ui <- material_page(
title = "A P ER",
nav_bar_fixed = TRUE,
# F/ sidebar WZ&
material_side_nav(

fixed = TRUE,

Shiny -8

# Place side-nav tabs within side-nav

material_side_nav_tabs(
side_nav_tabs = c(
"HAEIC K" = "tab_1",
"HEHE E" = "tab_2"
)
icons = c("cast", "insert_chart")
)
)

# & tab TUHH A
material_side_nav_tab_content(
side_nav_tab_id = "tab_1",

tags$h2 ("& — M tabT ")
)
material_side_nav_tab_content(

side_nav_tab_id = "tab_2",

103


https://github.com/rstudio/bslib
https://github.com/ericrayanderson/shinymaterial

\ \4 104 %9 % RAZFEA

tagssh2 ("% —/MtabT ")

V2 )
/,\)

/
:#*EEL\server <- function(input, output) {

©

}

shinyApp(ui = ui, server = server)

9.6 Shiny fifk

$2Tt shiny SCERELTTMERERY 4 I

9.7 Shiny &

9.7.1 promises J{'%&

shiny SAAESIIFLIIN, % AR Shiny BGITRLT, BRALATSE 5 — i\ 5e MRS
oA AL IR A

library(shiny)
library(future)

library(promises)
plan(multiprocess)

ui <- fluidPage(

h2 ("R EF T H™,

tagss$ol(
tags$li("Verify that plot appears below"),
tags$li("Verify that pressing Download results in 5 second delay, then rock.csv being downloaded"),
tags$li("Check 'Throw on download?' checkbox and verify that pressing Download results in 5 second c

)

hr(),

checkboxInput("throw", "Throw on download?"),

downloadButton("download", "% (&4£s58)"),

plotOutput("plot")


https://blog.rstudio.com/2020/07/21/4-tips-to-make-your-shiny-dashboard-faster/

9.8 SHINY %X

output$download <- downloadHandler ("rock.csv", function(file) {

server <- function(input, output, session) {
s
/ future({Sys.sleep(5)}) %...>%
: ‘-E\ {
if (dinputS$throw) {

stop("boom™")
@ } else {

write.csv(rock, file)

1)
output$plot <- renderPlot({

plot(cars)
19)

shinyApp(ui, server)

9.8 Shiny b5

R Markdown + Shiny Y4

e crosstalk A2 H.

o flexdashboard 1 J5)
« DT &ZH k%

o leaflet %2 H K]

* ggiraph G KE

Quarto Dashboard 3%

9.9 Shiny 4l

o radiant FERUHSR D ITEHTT

9.10 %k

Fo b, My BT TR, A —is T2 SERIT &

M. M Kafka $: A& R IE LG H
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https://github.com/radiant-rstats/radiant

1 m 106 %9 % RAZFA

%E)‘ T [0 45 5 s i 4 I e (app 22 )
s

o BIEGE Hive Btk F58. FEAIMN ] Z
[ o Bt Spark $diIT % T Spark SQL / Hive SQL {145
N\« BERE MySQL / Doris ¥ifialsl 2 T H Hive2MySQL [ii 4 I 1 2 4
o H¥EE/R Dashboard [V [ JF %4 T.E. Shiny RStudio Shiny Server

@ TR B QR DWD ZITG, AIRE—2el 55 5, FRATFFEM ODS J2#t 2 Mty H &%
PTG, S BdlaiEst . PRI RE MO8 S B RERIRZ AR, TAHTE Hive o, SREXX—&
S B ZFARYE BL BRI 20T 50 R TR 2, X2 R AR Il 55155 DU MO R RO i
SR, HRFRRIEFRZ R MySQL i, RN, AEREdE Bk, BBUH sqoop
R[5 o QS 2R p ) SR AAT L R, SR TE ) 22 L 7 A e A A T A 2
Sy SEHL AR Y, 5 WA 5 =R R R, AR RER R B AR A R Pt T
MrRrT AL, 1 A R R, o5 I 2 B 55 g B A

CHTML “JavaScript ) ¢ CSS )
®itHE ®/itRE BRI IE M =8%
bs4Dash waiter shinyproxy htmlwidgets | htmltools
flexdashboard shinyFeedback shinyauthr sass bslib
shinydashboard shinyToastify shinymanager thematic jquerylib
x -
LRI HIERIE HIVEER

Base R SQL DT gt ggplot2 plotly

data.table | dplyr reactable formattable echarts4r | leaflet

tidyr purrr kableExtra | sparkline dygraphs visNetwork

K 9.1: Shiny AR5

o JEREERIE . MRIEERE RS LR ERAN N A R 204, HeaniER: MySQL i 72 v A RMySQL
1, {Ef5—4, odbc 37 HFIEEAM Y4 2 1 BRI .

o BEERAE. RETRZAEE R, T PAERE Base R, data.table 53 dplyr filFiasse,
PR E R, SRS A e

o ZHFM. Y reactable Fll DT A& 2.

o XHEE. HELEDIREMKN) plotly 4, FTRASEH geplot2 £:iil, #XJ51H A plotly Gl ggplotly ()
PR S A A LR


https://github.com/tidyverse/ggplot2
https://github.com/ropensci/plotly

9.10
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FEXPREE N s B A B AL T RAL, Hoan leaflet AT DA R A Shiny [V H], dygraphs
AT DARHI TB] 91 ZE R

Shiny ZH {4 . shinyFeedback $&4L ] P& A B SR - shinyWidgets $2t H & X widget I fE . miniUT
LR/NEAT, shinyMobile 7 10S #1225 FAL FiJii) shiny W

Shiny F 8., Ul shinythemes 7] PAGE—RL 8, dashboardthemes 2 44L5 IR E R £ 5,
shinytableau $£{£{j Tableau [#j dashboard HEZE, sass £ CSS #£=0)Z1H BB XXM . bslib i@
Bootstrap 3/4/5 il Shiny #1 R Markdown 7,

Shiny ff. shinymanager / shinyauthr 32554 shiny A RS R, firebase FEAT AR
B https://firebase.john-coene.com/,

Shiny HEZ2. ShinyStudio $73& 4 T A 2SI IMEF LK AEERFFRMD T %, golem FgA L g
shiny [ FIfUHESE , RinteRface H AW FRS R WK EITE — S0 BRI %, A #EE/D
5 cheatsheets.

Shiny #$% . shiny-server PARIZ& Ak 551177 XS HF shiny W, shinyproxy $fAl g2 shiny
I B R AR 5%

H RStudio #f 4 Shiny R PAK , —2e A G E— AR R P B AE §il, b4l Appsilon, RinteRface,
ThinkR-open, dreamRs flldatastorm-open 5. 2l A TN ATF A E RIS F1, Shiny A AR E
K, BHEIEFFE.

Shiny A7 https://shiny.posit.co/r/getstarted/

Shiny §" &4 https://github.com/nanxstats/awesome-shiny-extensions.
Shiny # H $I5F1$278 https://github.com/daattali/advanced-shiny,
Shiny &-JE¥ESZR https://github.com/grabear/awesome-rshiny.,

Feal(E % —3%, Shiny Jyif) = AL,

Hadley Wickham [1J9% Mastering Shiny,

Colin Fay, Sébastien Rochette, Vincent Guyader, Cervan Girard #J3 Engineering Production-
Grade Shiny Apps.

David Granjon FJ4 Outstanding User Interfaces with Shiny,


https://github.com/rstudio/leaflet
https://github.com/rstudio/dygraphs
https://github.com/merlinoa/shinyFeedback
https://github.com/dreamRs/shinyWidgets
https://github.com/rstudio/miniUI
https://github.com/RinteRface/shinyMobile
https://github.com/rstudio/shinythemes
https://github.com/nik01010/dashboardthemes
https://github.com/rstudio/shinytableau
https://www.tableau.com/
https://github.com/rstudio/sass
https://github.com/rstudio/bslib
https://github.com/datastorm-open/shinymanager
https://github.com/paulc91/shinyauthr
https://github.com/JohnCoene/firebase
https://firebase.john-coene.com/
https://github.com/clevr-dev/ShinyStudio
https://github.com/ThinkR-open/golem
https://github.com/RinteRface
https://github.com/RinteRface/cheatsheets
https://github.com/rstudio/shiny-server
https://github.com/openanalytics/shinyproxy
https://github.com/Appsilon
https://github.com/RinteRface
https://github.com/ThinkR-open
https://github.com/dreamRs
https://github.com/datastorm-open
https://shiny.posit.co/r/getstarted/
https://github.com/nanxstats/awesome-shiny-extensions
https://github.com/daattali/advanced-shiny
https://github.com/grabear/awesome-rshiny
https://mastering-shiny.org/
https://engineering-shiny.org/
https://engineering-shiny.org/
https://unleash-shiny.rinterface.com/
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Markdown Fil Quarto, JGif SR 52 i A& 2 a0 .

10.1.1 KX

DI 23 = 5= VIR 11 AN 7% AN ol 7

Markdown 153 i
R AR, xx ALk, xR Rk A, IPRL, HL#HA
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O il =

(a) versicolor Z4{f, 15 2 (b) setosa |5 & (c) virginica 37 R W5 R

K 10.1: =Fp& AL

flowchart LR
A[Hard edge] --> B(Round edge)
B --> C{Decision}
C --> D[Result one]
C --> E[Result two]

Result one

Hard edge Round edge

Result two

P 10.2: ke

geplot2 £y &

library(ggplot2)
ggplot(data = diris, aes(x = Sepal.Length, y = Sepal.Width)) +
geom_point(aes(color = Species)) +

theme_classic()
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10.1.3  #k&

Markdown Jf/ESCRFHIFRMEH knitr S HI1ERIFEM
# 10.2: BRI

% 10 . HTML %4

Species
® setosa
® versicolor

@ virginica

Species

Sepal.Length  Sepal. Width  Petal.Length Petal. Width
5.1 3.5 14 0.2
4.9 3.0 1.4 0.2
4.7 3.2 1.3 0.2

setosa
setosa

setosa

knitr::kable(head(iris, 3))

% 10.3: SREAEEWE

Sepal.Length

Sepal. Width  Petal.Length Petal. Width

Species

5.1
4.9
4.7

3.5 1.4 0.2
3.0 1.4 0.2
3.2 1.3 0.2

setosa
setosa

setosa
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10.1.6 JEE

If you imagine that this pen is Trellis, then Lattice is not this pen.!

— Paul Murrell

<:>]017 AR

NG, H—BfFNAR, HoRAFEARK. miE—MEufekdfiera, £o/mess
FHRZ BIANRER 2545, LU $\betas JHYLHRIBRZ 6 - JF&E WX ETAF5IMA A, L $3
\beta$s$ JEYLH R MRRUIT

B
TTNAR— AR BHEERTS , ATRIA X — B RHER A, FRlE 2t o= 17 AT AgR s,
WA ARG, F5idE e T 85 1.
y=XB+e€
HEATIR AXERE AR LaTeX 358, & WA PR, —fE2NAXBHE, —fRKaXr

17, WHAREESRXT . 280k, MBI RT3, — M@, AR BdE g,
st 10.1

y=XB+e

Yi = X3+ €

(10.1)

FEATIA A, I split ARIFEEHER — MK AR, BARRBITREITH, £ M. %
B, R I 25 N FRefi B o 2t E R, Wit 10.2 .

Var{8} = Var{(X"X)"'X Ty}

= (XTX) ' X Var{y} (XTX)'XT) "
= (XTX)' X "Var{y} X(X"X)™* (10.2)
=(XTX)'XTo?IX(XTX)!
= ( )"

XTX) o2

{HFSER,

1. LaTeX fijr% \mathbf FOWHSCFE: a,b,c, A, B,C M, XAMEFEE 0,a,8, ...,y IANIZEN
fir2 \boldsymbol,

1(on the difference of Lattice (which eventually was called grid) and Trellis) DSC 2001, Wien (March 2001)
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10.2

2. Quarto SURYHRFATIRI AZCH RS $$ #2462 LaTeX H1fY equation 3RlE. Quarto ASCRFEZAT
NRBFTHT , WASTHEZAT A NA R — (88) 1745 . MTE LaTeX SURfH, X LEAHLSIHE,
ATLAE A CHER /2 LaTeX 5558 gL s

3. MathJax SZHFAEE X, A A4 \bm XA 7ML 7E Quarto SCRfHHHH AL AU,
fiy%> \boldsymbol & L—A-Hiian< \bm, XRMBEAMRHE UL, HIAR D2 2 HERUY TR

W AFIRE

$$

\def\bm#1{{\boldsymbol #1}}

$$

Quarto Report Y4

10.2.1 SQL #ify

library(DBI)

conn <- DBI::dbConnect(RSQLite::SQLite(),

10.2 sk

dbname = system.file("db", "datasets.sqlite", package =

)

Base R WEREHEEHA I AUE RSQLite RREGIEHEZER T,

dbListTables(conn)
[1] "BOD"
[5] "Formaldehyde"
[9] "Loblolly"
[13] "Puromycin"
[17] "USJudgeRatings"
[21] "attitude"
[25] "faithful"
[29] "longley"
[33] "pressure"
[37] "sleep"
[41] "warpbreaks"

"coz"
"Indometh"
"Orange"
"Theoph"
"airquality"
"cars"
"freeny"
"morley"
"quakes"
"stackloss"

"women"

"ChickWeight"
"InsectSprays"
"OrchardSprays"
"ToothGrowth"
"anscombe"
"chickwts"
"infert"
"mtcars"
"randu"

"swiss"

ERERE 5 PRI, FHEPRRAFEIACR iris_ preview

SELECT * FROM dris LIMIT 5;

THEAS R iris_ preview HINA

"RSQLite")

"DNase"

"LifeCycleSavings"
"PlantGrowth"

"USArrests"
"attenu"
"esoph"
"jris"
"npk"
"rock"

"trees"



1 1(:1 114
iris_preview
7 Sepal.Length Sepal.Width Petal.Length

/1 5.1 3.5 1.4
\2 4.9 3.0 1.4
3 4.7 3.2 1.3
@ 4 4.6 3.1 1.5
5 5.0 3.6 1.4
SR G K AR

dbDisconnect(conn = conn)

10.3

Quarto Presentation

10.4

Quarto Book [ T #% 2

Petal.Width Species

0.

0
0.
0
0

2

2
2
2
2

setosa
setosa
setosa
setosa

setosa

Wl

20 55 A5
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(R Journal) Z4i, RH R Markdown $#5, #ie XA PA—84 0. o0 10 A9 % &, R Markdown
BT AR, AT PRI MR R4, ET Pandoc , Quarto Zi—TiB3CHMR, %
R FRIRESFN 5, Rt BERHEENMRI T % . LaTeX . R Markdown I Quarto #
ST BEEIERR, Pandoc FEHANE TIRF EEMMFRIEM . Pandoc #f Markdown #5444 LaTeX i
%, Pandoc fF R Markdown 1 Quarto HAy1EF 2L,

11.1 LaTeX Jtalt

LaTeX jg—MARF I M P E AR TR, feft—2mmmmiiEs, e RERe. s
14 AT RIS T RER IR, ARCCERE. B . Hox, BEICH R HER A, G,

\documentclass[b5paper]{article}

\usepackage[heading=true, UTF8]{ctex} % & & F LI &
\usepackage{amsmath,bm} % A& Z % 2/ =,

\title{LaTeX A |7}

\author{¥ =}

\begin{document}

\maketitle

\tableofcontents

\section{%%%ﬁﬁ%ﬁg} \label{sec:lm}

£ \ref{sec:im} FNFLEMUMEY, SUBEBHEERTLAKX \refleq:m} .
\begin{align} \label{eq:1lm}

\bm{\mathsf{y}} = \bm{\mathsf{X}}\bm{\beta} + \bm{\epsilon}
\end{align}

\end{document}

BTk, ZATHRE LR LaTeX AU,
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% 11 %. PDF %44

\documentclass iy R s, & HRIA article, report, book 28, SCZERIEIN bopaper 32
AT RA BS 4K

\usepackage fir% R ME LaTeX A0, EEIMWE 2 7T E SO, BT ctex 240, HiX
BT T heading=true A1 UTF8 .

\title Fl \author x4 5 1% B PR AMAEH . \documentclass Al \begin{document}
Z AW ER A g X, AR R A E X LaTeX fiy 4. \begin{document} Fi
\end{document} 2 [A] {431 1E 3L,

\maketitle I \tableofcontents fiy24 Al FH B4 iiARii Al SCRY H 5% . \section iy BE/NTTIHY
P, \label fip B/ NbR%:, TG .

\begin{align} Ml \end{align} J&—PAXFGE, HEHAS \bm R H bm 24, HT LA
5, fivd \mathsf . \beta f \epsilon #}H H amsmath 7241,

\begin{align} ZJ5Mfir% \label{eq:lm} WHE AXIRE:, eq:1m & H P& WME—FIRIRSF, &
[ A AR REE S HI [A]—H3%5, \ref{eq:m} FEIECH A G A=.

A1) LaTeX fir#@ PASCRL \ FF3K01 . SCISRILL AL E0 18 Bl A5 5 A Bl SOk

11.1.1  vhdyik

REHLT, N ctex R T, BEAKGRTEMEMRER IO, s fag SCHER
T A, XS SORAR SO AL RS K . R, ATDAYE S F XA xecik ZRARCE FA, 5K
HIME ctex ZALEANEDT fontset=none , fllZKk ctex ZH& HBIMMEK xecjk 2.

\usepackage[heading=true, fontset=none, UTF8]{ctex} % i%%ifFfi5$f%

THAAEFERTE LaTeX SCR LB MR, ORI, iR, BEEADIE RSO IESCFOR R, e
BOARME, B SCHERE R, AL SCRE A SR, SRS ARG R

\setCIKmainfont[ItalicFont={KaiTi_GB2312}, BoldFont={SimHei}]{SimSun}

\setCJIKsansfont{SimHe1i}

\setCJKmonofont{FangSong_GB2312}
% ZIK
\setCIKfamilyfont{heiti}{SimHei}

\newcommand{\heiti}{\CIKfamily{heiti}}

% f{K GB2312
\setCJIKfamilyfont{kaishu}{KaiTi_GB2312}
\newcommand{\kaishu}{\CIKfamily{kaishu}}
% KRR

\setCJIKfamilyfont{songti}{SimSun}

\newcommand{\songti}{\CIKfamily{songti}}

% 1 K GB2312

\setCJIKfamilyfont{fangsong}{FangSong_GB2312}

\newcommand{\ fangsong}{\CIKfamily{fangsong}}



11.1 LATEX ¥ = 117

LaTeX $2MRZ AR, LRFIESCFR . BEFA R Mg E . 23 amsmath 2245, JZL math-
pazo WE AT, IN# palatino % # IESCHIWHESCFAR, N3 courier BEE AL FIGEETEFIA, M
# fontenc B FARIGIL . MLRC L2 dvips 2200, TR F AR S

\usepackage{mathpazo} % ¥ ¥/ &

\usepackage{palatino} % 3 S T4 FIK
\usepackage{courier} % 3 L LTI & FK
\usepackage[T1]{fontenc} % F{A%# T1

11.1.2 B3R

o s =30, He—RHRRA IS, R MRS . H=2 MRk, AR
JEAF 2, BT 2848 K align PRI, X8 — SRR 2 30 5 H9IE T 057 217 2 s HERRCER ST .

% 11.1: LaTeX A HEAES

95 L' YEH

align align* EZRYN-WObs

equation equation* W[5 split / cases ZEFRIEHRE
multline multline* KA T

gather  gather*® ARy

ARG S HE RS, AT ARHER , X605 ¢ $ B X/ MES \(\) . FraARHm, H—
FEFETCHFS 88 $8 Bl—XFHHES \[\] .

LaTeX 2R & MEEFMA 5K INGISCFRE, K NGHEEFERE, FEO AN, #ish, Fdn] A
WENEFE TR LT, Bl AREA . SO0, 8 HRECArr SRl T .

K5 N5 gL Tkl
X T X X

(T PIALS U AL
X X X A
PNC| /NG i1 Jerfek
r ~ ~ I

\ [

\Bigg(\sqrt{\frac{M}{1 - \big(\frac{r}{\widetilde{x_1 + \cdots + u_N}} \big)*2}

\big(\sum_{\beta =1}*{N} \sum_{i=1}*{n}\frac{\partial u_{\beta}}{\partial x_i} + 1 \big) }

+ \sqrt{XY} \Bigg)"3
\1]



1 N 118 % 11 %. PDF 4%
amsmath 707 J RN
s

ﬂEK ( 1(%)2(;;22%1”@)

@1‘F:\'_IUN

@ newtxtext fll newtxmath U HEGHE I, $ft—%F New Times FR KM SCAFIE A AR, —
i

\documentclass[b5paper]{article}

\usepackage{amsmath}

\usepackage{newtxtext,newtxmath}

\begin{document}

\ [

\Bigg(\sqrt{\frac{M}{1 - \big(\frac{r}{\widetilde{x_1 + \cdots + u_N}} \big)"2}
\big(\sum_{\beta =1}7{N} \sum_{i=1}"{n}\frac{\partial u_{\beta}}{\partial x_i} + 1 \big) }
+ \sqrt{XY} \Bigg)"3

\]

\end{document}

newtxmath ZZATE YU AT :

& 11.1: newtxmath fLTE YL i) 2 R0

11.1.3 R

verbatim I3 R IP SRS .

\begin{verbatim}

library(stats) % fZf lowess, rpois, rnorm % & #{
library(graphics) % 12ft plot F &

plot(cars)

lines(lowess(cars))

\end{verbatim}

TR PRCR AT -
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library (stats) % # f# lowess, rpois, rnorm % & #
library (graphics) ¢ #f# plot # %
plot (cars)

lines (lowess (cars))

& 11.2: verbatim /33305

listings R AR MEF R HOMCE, NHEES S KEEAM P AN, RBHRp R RERKTZ.

\usepackage{xcolor}

\definecolor{shadecolor}{rgbh}{.97, .97, .97}

\usepackage{listings}

\lstset{
basicstyle=\ttfamily, % & 24 % F1&
backgroundcolor=\color{shadecolor}, % %03 4 & & /i
breaklines=true, % 7 L 4T

numbers=left, % 1TF5
numberstyle=\footnotesize, % {T)F 5 F & A/
commentstyle=\ttfamily % EBREERFIK

}

JEH Ustlisting EIPSRANTD, RESEL language=R @ PG i 5 2R 8L, DALt
\begin{lstlisting}[language=R]

library(stats) % 12 At lowess, rpois, rnorm % & ¥

library(graphics) % 4t plot F 3

plot(cars)
lines(lowess(cars))
\end{lstlisting}
TE G RO AT
1 library (stats) % & f lowess, rpois, rnorm % ¥ ¥

2 library(graphics) % #& ft plot 7 %
3 plot (cars)

4 lines (lowess(cars))

& 11.3: Istlisting #3355
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11.1.4 {GAE#
ot

’/\: HRAES T RNEL graphicx 2240, SRJERTPAEA \includegraphics A AR F, &mdH —Lik
7 T, [width=.65\textwidth] FERIFALE T 5 T 51 65%.

‘\\usepackage{graphicx}

@ TEIESCH figure IREE 2 L1 THRACPRAGIE A, #E50 [h] FafrE Ralid A LAl , ANEIFE) . center 3753
FrE FEHT, \caption il \label fiy4-43 il F %48 % B 7 IR FIAR 2

\begin{figure}[h]
\begin{center}
\includegraphics[width=.65\textwidth] {images/peaks.png}
\caption{ [/ } #y 7 #L}
\label{fig:figure}
\end{center}
\end{figure}

EPCR AT

Bl 11.4: P il

table PG T Ml (EAHI FARGLE, tabular T HIMEFRMS, 26k BASIREAHET

\begin{table}[h!]

\begin{center}
\begin{tabular}{|c c c|}
\hline
1 & 7|2 & 73 \\
\hline

1&6 &77\\
2 & 7 & 15 \\
3 & 8 & 44 \\
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11.1 LATEX A # 121

\hline
\end{tabular}
\caption{Z 4 i 47 A}
\label{tbl:table}
\end{center}
\end{table}

\begin{table}[h!] EAIEIFEEH [h!] iLFAEANETFS), center IR FAEEHT, \begin{tabular}{|c
c c|} FAEEANFIMICEE T, FABEIRE, \hline HlfEACTZ, \\ HTIAT, & TG X
7, \caption IRIIEMIIFRE, \label IFINFEARINAF, PAEESEEIH .

TG AR BIRCR AT -
% 11.3: R

A1 2 53

1 6 7
2 7 15
3 8 44

11.1.5 R X35IH

\ref A HTHE. £ A BRI, 5| HE R \ref{fig:figure} .5 \ref{tbl:table}
. BIHAR \ref{eq:lm} 5.

\cite a4 I FZH TG -

11.1.6 PDF-A/X

JEH PDF/X 8( PDF/A #5ifE, S5 KNz pdfx 24

% PDF/A-1b #pJf
\usepackage[a-1b] {pdfx}

ZNBE kY e

\documentclass[b5paper]{article}
\usepackage{amsmath} % boldsymbol
\usepackage[a-1b] {pdfx}
\title{Math 1in LaTeX}
\author{Zhang San}
\begin{document}

\maketitle


https://ctan.org/pkg/pdfx

I
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\tableofcontents

\section{Math}

\begin{align}
\boldsymbol{x},\mathbf{x},\mathsf{x},x
\end{align}

\begin{verbatim}

require(stats) # for lowess, rpois, rnorm
require(graphics) # for plot methods
plot(cars)

lines(lowess(cars))

\end{verbatim}

\end{document}

91 LaTeX SURII a4 40F :

xelatex --shell-escape -output-driver="xdvipdfmx -z 0" <filename>.tex

11.2 R Markdown J:fill}

title: "R Markdown A |7"
author: "k ="
documentclass: article
output:
bookdown: : pdf_book:
extra_dependencies:
ctex:
- UTF8
- heading=true
bm: null
toc: yes
template: null
base_format: rmarkdown: :pdf_document
latex_engine: xelatex
number_sections: yes
mathspec: true
colorlinks: yes

classoptions: "b5paper"

% 11
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11.2 R MARKDOWN # 123

# ZMEA {#sec:lm}
% \eref(sec:lm) ¥ NFEMBA, KUHAWEELTLAR \eref(eq:m) .

S fotexd
\begin{align}

\bm{\mathsf{y}} = \bm{\mathsf{X}}\bm{\beta} + \bm{\epsilon}
(\#eq:1lm)

\end{align}

11.2.1  vpdEapeff
11.2.2 A
11.2.3 bk
11.2.4 HHEAREIE
11.2.5 R X5IH

11.2.6 A JslERR

title: "R Markdown ¥UAZHERR"

subtitle: "E|ArA"

author: "FK ="

date: "'r Sys.Date() ™"

mathspec: yes

fontsize: 10pt

graphics: yes

lof: yes

geometry: margin=1.181n

output:

bookdown: : pdf_book:

number_sections: yes
toc: yes
fig_crop: no
latex_engine: xelatex

base_format: rmarkdown::pdf_document



I
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/
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citation_package: natbib
template: null
extra_dependencies:
sourcecodepro:
- scale=0.85
ctex:
- heading=true
- fontset=fandol
caption:
- labelfont=bf
- singlelinecheck=off
- textfont=it
- justification=centering
Alegreya: null
keywords:
- HAXH
- REHR
subject: "W ERH K HHH A A"
abstract: |
XEEWMEAR
bibliography:
- packages.bib
biblio-style: plainnat
natbiboptions: "authoryear,round"
link-citations: true
colorlinks: true

classoption: "UTF8,a4paper,twocolumn"

**{r setup, include=FALSE}

knitr::opts_chunk$set(echo = TRUE)

# R Markdown

R Markdown X #4iE &7 A . EHF X F K A [ermarkdown],
## % {#sec:code}

***r cars}

Kk

% 11
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11.3 QUARTO # &

summary (cars)

## HHE {#sec:plot}

#]
#]
#]
#]
#]
#]
#]

1i

{r}

fig-iris,

fig.cap="% RILHAEE",
fig.width=5,
fig.height=4,
fig.showtext=TRUE,
out.width="95%",
echo=FALSE

brary(ggplot2)

ggplot(iris, aes(Sepal.Length, Sepal.Width)) +

geom_point(aes(colour = Species)) +

scale_colour_brewer (palette = "Setl") +

labs(
title = "B RILHKE AR AE",
x = "ERKE", y = "ERFFTHE", colour = "HELEKF",
caption = "& B HEEHZE N T Edgar Anderson (1935) "

5% Sk {#chap:refer}

11.3 Quarto JEAl

title: "Quarto A"
author: "FK ="
lang: zh
format:
pdf:

include-in-header:
- text: l
\usepackage[heading=true,UTF8] {ctex}

\usepackage{amsmath,bm}

125



1 m 126 % 11 %. PDF x4%
toc: true
mathspec: true
s
/ number-sections: true
‘-E colorlinks: true
\ documentclass: article
<:::> papersize: b5paper

# ZMEA {#sec-1m}
@sec-lm NMALMRA, AUEBEAWEERT N ceg-m .

$S
\bm{\mathsf{y}} = \bm{\mathsf{X}}\bm{\beta} + \bm{\epsilon}
$$ {#eq-1m}

11.3.1 ik
11.3.2  BEnR
11.3.3 fCrdbk

11.3.4 {HARE#%

FARTOEER 1000, THESPRERIE, MG RPN G, K6 R mE
FFRUEH:, BN width="65%" 15 & Pl 7 1) 5 Bk UL 1 55 B2 65%.

I [An Elephant] (images/peaks.png) {#fig-quarto-figure width="65%"}

QAR AT :

RGN FE, B9 L. BEME S BEHMME S50 BN ZEXT 55 . A% 55 FE X 55

| Default | Left | Right | Center |

| ————————— | [ | —————— | e |

| 12 | 12 | 12 | 12 |
| 123 | 123 | 123 | 123 |
| 1 | 1 | 1] 1 |

s HIERM B MBS {#tbl-quarto-table}
EYRER AR :



11.4 QUARTO BEAMER 127

K 11.5: Peaks ¥ KL

114 RS E TR

Default Left Right Center

12 12 12 12
123 123 123 123
1 1 1 1

11.3.5 #ZX5IM

@tbl-quarto-table i AF 11.4 , @fig-quarto-figure A 11.5 . 5| TR IEFF T 02
bl, BIHEEAREAF AR LA fig, EAEFRFERLENSE. X LaTeX SR RE. £S5 H]
\ref{fig:figure} , Quarto Fiy @ FFZ XM Tyd \ref o {HIFER, fE LaTeX U, XHRIRTT
M A A IEARESR, B TG HNA, @Eem EARR RIS

11.4 Quarto beamer

Quarto ff/F beamer ZJ4T H

title: "Quarto 47X HALJR"

author:
- K=
- FIm
institute:
- XX K#
- XX FlE
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> documentclass: beamer

/ classoption:

\
©

11pt
compress
xcolor=xllnames

UTF8

lang: zh

format:

beamer:

theme: Singapore

fonttheme: structurebold

pdf-engine: lualatex

include-in-header:

text: |

\usecolortheme[named=SpringGreen4] {structure}
\usepackage[fontset=fandol] {ctex}

keep-tex: false

mathspec: true

toc: true

navigation: horizontal

latex-min-runs: 2

latex-auto-install: false

link-citations: true

# In the morning

## Getting up

Turn off alarm

Get out of bed

## Breakfast

Eat eggs

Drink coffee

# In the evening

% 11

==
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PDF X #%
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11.4 QUARTO BEAMER

## Dinner

- Eat spaghetti

- Drink wine

## Going to sleep

- Get in bed

- Count sheep

Pandoc’s Markdown ff]#E beamer £J4T H

title: "Quarto 47X HALJR"

author:

- K=

- F0n
institute:

- XX k¥
- XX FE
mathspec: true
toc: true

toc-title: "H "

# In the morning

## Getting up

- Turn off alarm

- Get out of bed

## Breakfast

- Eat eggs

- Drink coffee

# In the evening

## Dinner

129
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- Eat spaghetti
s

- Drink wine

/

\## Going to sleep

@ - Get in bed

- Count sheep

Ff Markdown SUR{EEAEN beamer ZJAT i ar 42>

pandoc --pdf-engine lualatex -t beamer \
--variable theme="Singapore" --variable fonttheme="structurebold" \
--variable classoption="xcolor=xllnames" \
--variable header-includes="\usecolortheme[named=SpringGreen4]{structure}" \
--variable header-includes="\usepackage[fontset=fandol]{ctex}" \

-f markdown pandoc-beamer.md -o pandoc-beamer.pdf



1% Office 3P

AREFE BN EIA R Word, JE7RHi PowerPoint FlHLF-HEf Email =M. 7£ R iEFHX P,
Quarto CRY Fikr f Word il PowerPoint #&=, blastula 7] A R Markdown SCRY%E 46K B B
RNEE, MMmSEamih. TEEMAEL, 5 TIERE.

12.1 Word Y

12.1.1 Markdown filff Word CF4

AAHEE (R) Markdown + Pandoc DA Word A% 20N e & 52 AT RENE -

12.1.2 R Markdown iilff Word 3CF4

docxtools. officer il officedown K AKP f& T rmarkdown FEH/E Word/PPT J5HFIIHE

12.1.3 HEX Word Billk

R Markdown {&8)) Pandoc ¥ Markdown #%4¢>5 Word &Y, 4k H Pandoc B3 @B, R Markdown
WSEHFE E X Word 8RR, ARAN E & SCe? e, AT LEHE Pandoe EHY Word B AT A4
T, RIFEAVEAEEH ™, HIVEE AP HRERBR . R Pandoc HAFH) Word #1 PPT A, &
TEAN AT H AT

# DOCX IR

pandoc -o custom-reference.docx --print-default-data-file reference.docx

# PPTX 2R

pandoc -o custom-reference.pptx --print-default-data-file reference.pptx

X HEHA R Pandoc WY docx CAY reference.docx $# DI —4yF| custom-reference.docx, T 5K
custom-reference.docx R4 H & X —&, HAFR T MS Word 2= H & XHER

o Word 4 YAML Ju8dE E X
o UIANIREE B SCOCRBEAR

131


https://github.com/graphdr/docxtools
https://github.com/davidgohel/officer
https://github.com/davidgohel/officedown
https://pandoc.org/MANUAL.html#option--reference-doc
https://bookdown.org/yihui/rmarkdown/word-document.html

1 1\/\ 132 % 12 ¥F. OFFICE X #%

=
HK

©

bookdown FE1 K%L word_document2 () T rmarkdown $24Ef word_document () X FrEIFEM
ZYBIH, EEZMTTENE B ?bookdown: :word_document2,

12.2 PowerPoint i

12.3 WL 1Bk

Rahul Premraj T rJava fJF 4K mailR EIRIEARTE CRAN EIEREA, HECHIMRZ AR X
H, Wz, HaifEE e engir T, GeiA—E XK. RStudio /2] Richard Iannone
BT %11 blastula 3 7 Java MEMH, EERA. BUL, SCRAERRALIRE

12.3.1 curl 44

curl WRMIEAYPREL send_mail() AT ERAEMMN carl SRAFRAMBIE, 250617, HECEAADE

From: "3k =" <#f 4§ #b k>
To: "ZEU" <H{4F M k>
Subject: I HF ¢

(S

X A — H I A !
FEHRE N RN mail.txt SO, SREMA curl ap 7T THIGFHRA N AR L 2.
curl ——url 'smtp:/// & PR IR G- 88 ik s TP B 35 B 50\

--ssl-reqd —-mail-from ' & ¥ AWE4H H Ak \

—-mail-rept "YOER AERAE AL \
--upload-file data/mail.txt \

—-user " PE ARG Huhk - 0 A B TR AL

QST
Gmail T 2ZEMHE, ASCFREEM AR T30, SRFRRCE A RS, SRR B efr .

12.3.2 blastula fy

“Mifi LA blastula A5 2 5 Ff Gmail, Outlook. QQ SFMBAFAGE, Je RGHMFHKHE, CentOS 8
K

sudo dnf dinstall -y libsecret-devel libsodium-devel


https://github.com/rpremraj/mailR
https://github.com/rich-iannone/blastula
https://github.com/jeroen/curl
https://curl.haxx.se/

O M =

12.3 &, FRpF 133

RIG 2% keyring fl blastula

install.packages(c("keyring", "blastula"))

BEETCEMRIER ™, X — PRI A4 SRR, BUE—VORNS 1, AR IA MR B
HPHCE— IR
library(blastula)
create_smtp_creds_key(
id = "outlook",
user = "zhangsan@outlook.com",

provider = "outlook"

)
B, WEREBIENES, GAEHRCE . AR R IR BRR N BRPE AR RS

attachment <- "data/mail.txt" # WE AW, 5l 5H Y =0,
# X PMRmdSCHIE R R R BB IE X, R EE AR LR E A
body <- "examples/html-document.Rmd"
#OERHMAE, ERTUE
email <- render_email(body) |>

add_attachment(file = attachment)

email

e, BB

smtp_send(
from = c("# =" = "xxx@outlook.com"), # %+ A
to = c("Z&F" = "xxx@foxmail.com",
"FEF" = "xxx@gmail.com"), # YL FA
cc = c("B A" = "xxx@outlook.com"), # b A

subject = "X & —H MR E A,
email = email,
credentials = creds_key(id = "outlook")

)

WIENLIME R R, RI—BHRPER I it a2 N, B N R BER 2 A Ak A A ek
R Ak

email <- compose_email(
body = md("

Markdown 4% 2 B B 1 iy &

")

)


https://github.com/r-lib/keyring
https://github.com/rstudio/blastula

K

=

/
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smtp_send(
from = c("& M A" = "xx@outlook.com"),
to = c("%k?#f\" = "xx@outlook.com"),
bcc = c(
"Phik A" = "xx@outlook.com"

)
subject = "HF @ F A",
email = email,

credentials = creds_key(id = "outlook")

% 12

==
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Bt=x WIS

SRR ¢ A, X A F O, —nME T, o ARER R AR, ZIn e
WP EA . —ou 2 T APHRBUGRE:, Z2o070 1 M T3 1 BRI 7 22 R A R e v B il
BRI -

library(mvtnorm)
library (MASS)
library(lattice)

13.1 [E&s A

o w3 WHE. &
o BB EWEN. BB
o B BELEL. Ol B WL

13.1.1 —iiHE

X = rnorm(1000, mean = 0, sd = 1)
mean (x)

#> [1] -0.00103839

sd(x)

#> [1] 0.9835512

plot(x, col = densCols(x, colramp = terrain.colors),

pch = 20, panel.first = grid(), cex = 1)
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& 13.1: —4EIES5

13.1.2 ZiiE

ZICIES MR AL (MVN)

1 O L e
®(a,b, % :—/ / / 3¢ Xy
@02 = IS @ S S e € !

Hr o= (v1,29,...,0,)",Vi,—00 < a; <b; < oo, ¥ & m x m SHRIEGE S
T MASS £35 mvrnorm () PREBL—ZH A H 2 JCIEA I IAEA

library (MASS)
n <- 1000 # FEAR&
X <= mvrnorm(n,
mu = rep(0, 2),
Sigma = matrix(c(1, 0.8, 0.8, 1),
ncol = 2, byrow = TRUE

)
YRR BB T, e U A B A = AEE
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13.2 T 5%

mvtnorm F L pmvnorm() THEZICIES IR, XAk B fERE

library(mvtnorm)
# B — AT A%
sigma <- matrix(c(1, 0.8, 0.8, 1), nrow = 2)
m <- nrow(sigma)
Fn <= pmvnorm(
lower = rep(-Inf, m), upper = rep(0, m),

mean = rep(0®, m), sigma = sigma

Fn

#> [1] 0.3975836

#> attr(,"error")

#> [1] le-15

#> attr(,"msg")

#> [1] "Normal Completion"

13.2 t 54n
13.2.1 —ictyE
13.2.2 Zilik

20 t AR EL (MVT)

ZIC t ST
library(mvtnorm)
n <- c(26, 24, 20, 33, 32)
V <- diag(l / n)
df <- 130
C <= matrix(c(
1, 1, 1, 0, 0, -1, 0, 0, 1, O,
0, -1, 0, 0, 1, 0, 0, 0, -1, -1,
0, 0, -1, 0, 0
), ncol = 5)
cv <- %x% V %%% t(C) ## covariance matrix

dv <- t(1 / sqrt(diag(cv)))

139


https://stackoverflow.com/questions/36704081

1%
£
©
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cr <- cv * (t(dv) %*% dv) ## correlation matrix
delta <- rep(0, 5)
Tn <- gmvt(0.95,

df = df, delta = delta, corr = cr,

abseps = 0.0001, maxpts = 100000, tail = "both"

)
Tn

#> $quantile

#> [1] 2.560856

#>

#> $f.quantile

#> [1] 2.039295e-07
#>

#> attr(,"message")

#> [1] "Normal Completion"

13.3 F %fh
F 731 R. A. Fisher
13.3.1 —itsK
13.3.2 ZiclyE

13.4 KJjsnrAi
K454 x* Karl Person
13.4.1 —5efiE
13.4.2 ZiclyE

13.5 WA

Wishart 4315

% 13

==

=,

IR A

Theodore W. Anderson [ i SCHFFT JE 001 Wishart 437, DA Wishart (EUHRF) 2701
TR —ER G RIS 0L, HLInF x2 A & . Wishart 20 FR AR B Cholesky 43


https://twa.ckirby.su.domains/AndersonThesis.pdf

13.6 FEHHH

AR T°

13.6 frEbkor i
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o A N S AT 62

.
@ Az

L W SRR RGO A R OEE L, HEmm2 ), wlmm LR R &S
TRk NSRRI B A, NEREARZIPIREA, 2B Z A, il SR
W

2. MPEERGET AR I MRS /R B J2 ROIEFSCBL, WL 40 MR Tk . 1S5 L,
AREE AR MR DO IR TR 026, D7 (R IRGE T SL B oL, PRIEEM AR Z 7 ik P E
Pt B AR TTIE AT A B H AT AT S U 2K

The Earth is Round (p < 0.05)

— Jacob Cohen (Cohen 1994)

Jacob Cohen SZPriR )@ HMIRZIM . TGN AT BB, MU I AR A 4 X
%7 R. A. Fisher ffiliFE1 . SHAETTAMBBAR IS N GETHERTI = Ao g, IR R A
L. ZIbE AR AR, RS R FEERNE, ATAMAIR R REXHG IR T IR AT I 2

o RREER: BHCT SR
I E = 5l Approximate. F5Hf Extract. il Simulation FIEHIFE Bootstrap 255,
GG BESH (I MRIESH Or%) 1910,

KR R RIS MK PR S .

I BRI TEAS. 230, IR, 2L,

R B AL 4. “HEMZ AR .

KB REAR R . /REAR n < 30 FIRAEAR n > 30,

X* At ¢ ARl F AR R =R, 2 Bl i K. Pearson KUK - JRiEE, WS
Gosset AFFENF. R. A. Fisher $eav/REgt, HAMMAIMA Far4 ). ERkg T, hair2imiiik
AR AWM T AN AR TRARNECR, mRBITIAKA AL, TAFBCZ, Han
2%, DAETRME——CfE. Bk, ASCEAERETIAD A, (B2, MRS T g Kb T
VRN, ME B X LA 30 7 R B . TRk, WA A ARy, AT AEA 4R T R
A XMEMGIR TR, ARE RS R, IRt AR, RIEFEH (A%
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14.1 B ARSI 143

SRR, WERTA T R, ISR ), AR ARHE R AR .

e RAEF S, A KRN REOT A FEARIR SRS, & REo e MR . Tk
R TSk R T AR AR B e B AR 7 ¥k FRARANIGTS . PTREA IR AN 2 FE AR I AT L X i
S . TPBERR IR AT R B B, AN X SRR XA IR PR A R R DL, A
IELLA R R, AR R Z A, Z AR TEC RS . iR T RIS
THRIRE, XA RAEA Rk B IESS M, ARG M ANPR, FEAR SRR A3
M, PIREASR R B A R A 55

library(nlme)
library(ggplot2)
Library (pwr) # AR A LR R E

library(dunn.test) # dunn.test

library(car) # leveneTest 7] X bartlett.test

library(survival)

library(coin) # A REZHRR T ®

# library(multcomp) # % Z lLI{

# Llibrary(MKpower) #

# library(rstatix) # &ﬁf;quﬁﬁc/\#\y\fi
#

WAL B o 2 A R B H

power.welch.t.test

# library(pwrss)

14.1  HuREARKES
14.1.1  FEAMESELE

14.1.1.1  JiZom

I Hy:p—pwp<0 vs. Hy:p—pp>0
II Hy:p—p >0 wvs. Hy:p—p <0
I Ho:p—puwp=0 wvs. Hy:p—pg#0
W oxy, -z, 2R HEE N (u, 0%) BIFEAS, HEARIE AT 2253 51
p= it 2 LS (2
FEE| 2~ N(p,0%/n) , WIS R RMIES

T — o

a/v/n

u =

BE po = 1 XTI AR [ IELEK {u > wi—a}
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141 ##H AR

set.seed(20232023)
n <- 20

# AR

X <= rnorm(n, mean
¢ RB G E

u <= (mean(x) - 1)

# I RAE

gnorm(p = 1 - 0.05,

#> [1] 1.644854

# P {4

1 - pnorm(q = u)

#> [1] 0.005082465

= 1.8, sd = 2)

/ (2 / sqrt(n))

mean = 0, sd = 1)

145

! 5%

#> [1] 1.644854

REALAE e X MRABRHE RS M1, B AR R i -

P(X <) = d(u) = # /_ a2

HEHMRER p=0.95 , WXFRLHR 2008 AT %L anorm () T

gnorm(p = 0.95, mean = 0, sd = 1)

14.1.1.2  JZEARH

F g

I Hy:p—po<0 ws. Hy:p—po>0
II Hy:p—po>0 wvs. Hy:tp—pg<0
III Ho:p—po=0 wvs. Hy:p—pg#0

T—
a\/ﬁNN(O?l)

1)e2
%Nxz(n—l)

2y _ 2 2 _ 20"
E{s°} =0 Var{s}—n_1

MG ¢ D IE S, BBRAITTERM ¢ 21, Bl t~t(n—1)



1F31% % 14 F. H LRI

j_
t— Ho

~s/vn

’ri!:':
ﬂ-ﬁ( IS po = 1 TR FIE T, 45 {t > t1_o(n — 1)}

# BB SITE
t0 <- (mean(x) - 1) / sqrt(var(x) / n)
# I R ME

gt(p = 1 - 0.05, df

n - 1)
#> [1] 1.729133

# P 1A
1 - pt(g = tO, df = n - 1)

#> [1] 0.01569596

1 i

H[H G 24K William Sealy Gosset (1876-1937) F 1908 4FE7EZ% 4 «Biometrics) [FPAZES Student
% (The Probable Error of a Mean) (”Student” 1908), &3¢ H 7R T M7 [/ IE A4 ke
A wy, . x, TN (o) BREAR D 2 82 FIREASKRMEDS s (ORIRRAMT , AR (R 25 A 2
WPEIT S ¢ 7, B4t A RREAE, BRI/ REARGIR 58 i oTRk, W. S. Gosset HEAZ
% N3¢ (Heyde % 2001),

% 14.1: t AR

0.75 0.8 0.9 0.95 0.975 0.99 0.995 0.999
1 1.0000 1.3764 3.0777 6.3138 12.7062 31.8205 63.6567 318.3088
2 0.8165 1.0607 1.8856 2.9200 4.3027 6.9646 9.9248 22.3271
3 0.7649 0.9785 1.6377 2.3534 3.1824 4.5407 5.8409 10.2145
4 0.7407 0.9410 1.5332 2.1318 2.7764 3.7469 4.6041 7.1732
) 0.7267 0.9195 1.4759 2.0150 2.5706 3.3649 4.0321 5.8934
6 0.7176 0.9057 1.4398 1.9432 2.4469 3.1427 3.7074 5.2076
7 0.7111 0.8960 1.4149 1.8946 2.3646 2.9980 3.4995 4.7853
8 0.7064 0.8889 1.3968 1.8595 2.3060 2.8965 3.3554 4.5008
9 0.7027 0.8834 1.3830 1.8331 2.2622 2.8214 3.2498 4.2968
10 0.6998 0.8791 1.3722 1.8125 2.2281 2.7638 3.1693 4.1437

14.1.2  E&RRAT ERGE

RO x* ege it SR



14.1 $H ARG

I ngoz—aggo VS. H1:02—U§>0
II HO:UQ—U(Q)ZO V8. H1:02703<0

I Hy:0°—05=0 ws. Hy:0°—0;#0

—BE I o BRI ARG R R0 X (n — 1)

s, (n—1)s?

X ==
09

& oof = 1.5, BRI

# BB EItE

chi <- (n - 1) % var(x) / 1.5"2
# I F{E

gchisq(p = 1 - 0.05, df = n -1)

#> [1] 30.14353

# P 8

1 - pchisq(g = chi, df = n -1)

#> [1] 0.002183653

147

R HAORRZ T8, I, AR AR, SRR, 15 E R n R0 p 1Y

X2 AL x2(n) L BP

P(x*(n) < xp(n)) =p

HOMABEN 1, 5N 0.05, WA EERE achisqO MR (F) 2.

gchisq(p = 0.05, df = 1)

#> [1] 0.00393214

[FH, ATPAGAS: x? ik 142, THE IR CIERE 4 /ML
% 14.2: x° AR AR

0.005 0.01 0.025 0.05 0.1 0.9 0.95 0.975 0.99 0.995
1 0.0000 0.0002 0.0010 0.0039 0.0158 2.7055 3.8415 5.0239  6.6349 7.8794
2 0.0100  0.0201 0.0506 0.1026 0.2107  4.6052 5.9915 7.3778  9.2103 10.5966
3 0.0717 0.1148 0.2158 0.3518 0.5844  6.2514 7.8147  9.3484 11.3449 12.8382
4 0.2070 0.2971 0.4844 0.7107 1.0636 7.7794  9.4877  11.1433 13.2767 14.8603
5 0.4117 0.5543 0.8312 1.1455 1.6103 9.2364 11.0705 12.8325 15.0863 16.7496
6 0.6757 0.8721 1.2373 1.6354 2.2041 10.6446 12.5916 14.4494 16.8119 18.5476



g

% 14.20 X A R

% 14

F.OF LY RITER

=
K

0.01 0.025 0.05 0.1 0.9 0.95 0.975 0.99 0.995

7 0.9893 1.2390 1.6899 2.167v3 2.8331 12.0170 14.0671 16.0128 18.4753 20.2777
8 1.3444 1.6465 2.1797 2.7326 3.4895 13.3616 15.5073 17.5345 20.0902 21.9550
9 1.7349 2.0879 2.7004 3.3251 4.1682 14.6837 16.9190 19.0228 21.6660 23.5894
2.5582  3.2470  3.9403 4.8652 159872 18.3070 20.4832 23.2093 25.1882

@ 10 2.1559

14.1.3  SAARTIAMRS

A TIERNT 2, 2B ESEONUESHE N 7 iR W, Rl Fpl 2 fe ek
IR FIECAIZ B DL IR, AN FEOR T I (E AT 22X R AR R

5 EHTTA RS S A AT T ke T e, & BRI E R A, TG 2 Wilcoxon

) FRAIKLEE wilcox.test() RMIIEA HLE .

wilcox.test(x = x, mu = 1, alternative = "greater")

#>

#> Wilcoxon signed rank exact test
#>

#> data: x

#> V = 163, p-value = 0.01479

#> alternative hypothesis: true location is greater than 1

T ¢ 8, P {EED

14.1.4  SMARTNDG ZERE %

14.2  PikEAK: S

By, mn, R EBE N (o) BHEAR, B yr, -y, R E B N (12, 03) BIRER.

14.2.1 FEAREEHEELE

PHREAII(E Z 225

T DA ) A

(BURF T



14.2  AFEAREE

FIREZS

HERT

149

FEBEA Z 1858

AERMERE }—» t 1050

HERLE

Bartlett &3&

wﬁ*ﬁgﬁ Wilcoxon H%H*ﬁgﬁ

Kruskal-Wallis # #0436

HEL

B 14.2: PREAAG RS

Ansari-Bradley #04&

Mood 8§36

Fligner-Killeen 143



% 14 F. FNRITRE

10

Bl 14.3: PIREAI(EZ 229K 56

I Hy:ppp —p2 <0 ws. Hy:ipg—p2 >0
II H()I/Jq—/J,QZO vS. Hllul—/l2<0
I Ho:pr—pe=0 ws. Hy:pp—pus#0

14.2.1.1 JiZoH

@ —y) — (1 — o)

REGITRRASSEIES 1 w ~ N(0,1), BIRFITE u MVAFEAME vo, MRAELIR P {H10
j?

Wiy ={u>u_o}, p1=1-P(uo)

n_1 <- 100

n_2 <- 80

mu_1 <- 10
sigma_1 <- 2.5
mu_2 <- 6

sigma_2 <- 4.5
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set.seed(20232023)

x1 <= rnorm(n_1, mean = mu_1l, sd = sigma_1)

yl <= rnorm(n_2, mean = mu_2, sd = sigma_2)
u@ <- (mean(xl) - mean(yl)) / sqrt(sigma_1"2 / n_1 + sigma_2"2 / n_2)
uo

#> [1] 6.779039

X R A I, 455 RE K o = 0.05, FRETEAEE {u > 1.645}, TTRERAWEERI GRS
BAHE vo = 6.779, MZEVEAEIELAIE, FrOMBEZAERERE, BIHEE pn — po <0, MR p0 — p2 > 0,

# I HAE 43R

gnorm(l - 0.05)
#> [1] 1.644854

¥ HH P

1 - pnorm(u®)

#> [1] 6.048939%e-12

14.2.1.2  Jj ZE AR HIE

BEar, oy R EEE N (11, 0%) BIREAR, B y1, - Yo 2R BRI N (p2, 0%) BIFEAS
t A, IR R EHEEA na 4+ ne — 2 1 t AR

(T —9) — (1 — p2)

t:
S0y ar T s
/\l:'j’
1 ng
T = Z; 3]22111
i=1 i=1
1 ny n2
2_ - C_=\2 L 7\2
So_n1+n2—2(;(% ) +;(yz y))

s_w<-sqrt(l / (n_1 +n_2 -2) x ((n_1 - 1) % var(x1l) + (n_2 - 1) * var(yl)))
t0 <- (mean(xl) - mean(yl)) / (s_w * sqrt(l / n_1 + 1 / n_2))
to

#> [1] 8.155781
FEAMLERE to = 8.155 > to.95(n1 + mp — 2) = 1.653 YEAEIRLAEIRI, X AR M T F A 2R 48 S Bk

# I FfH: 0.95 o B R H 0 5L
qt(l - 0.05, df = n_1 + n_2 - 2)



1 1<:I 152 % 14 F. H LRI

#> [1] 1.653459

rp #p fH
/ 1 - pt(t0, df = n_1 + n_2 - 2, lower.tail = TRUE)

\ #> [1] 3.019807e-14

<:>%MNRWE%t¢%u>@ﬁﬁﬁ
t.test(x = x1, y = yl, alternative = "greater", var.equal = TRUE)

#>

#> Two Sample t-test

#>

#> data: x1 and y1

#> t = 8.1558, df = 178, p-value = 3.0l6e-14

#> alternative hypothesis: true difference in means is greater than 0
#> 95 percent confidence 1interval:

#> 3.036384 Inf

#> sample estimates:

#> mean of x mean of y

#> 10.338905 6.530406

RGN E SRS A P EHARRE —AER o BEIRESHE sleep TE5R 1 IRPZ5 47X A BERI IR TR A2 ), 1L
Hdsdkrh “Student” (BFIERFIIES) Wtk

# FEREME

t.test(extra ~ group, data = sleep, var.equal = TRUE)

#>

#> Two Sample t-test

#>

#> data: extra by group

#> t = -1.8608, df = 18, p-value = 0.07919

#> alternative hypothesis: true difference in means between group 1 and group 2 is not equal to 0
#> 95 percent confidence dinterval:

#> -3.363874 0.203874

#> sample estimates:

#> mean in group 1 mean in group 2

#> 0.75 2.33

14.2.1.3  FEAmMAAS

PIAFEARFIREA BRI, BT 2R, PIREARIS(EZ 20 R4 TER S, B2 44 1) Behrens-Fisher
[T, Welch 7£ 1938 4F4R T UIRM B BN LAY ¢ 237
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PIREARIREARAR K, RUEEATT 2R, PTREARIEZ 20 AT, DRk IR, Wl A
M Z 1%, FERFARRRIEIT, Welch t K3 .

BEa, oy RREEE N (1, 07) 89 D FEAR, B i, s Yo, @R EEEK N (12, 03) 89 1ID FEA
Welch (F3/R%7) t #as

po @) (- )

Horr, 87 FORMA x 28 s = g it (1 — )7, sy FonbER y M2 s) = 7 X2, (v — 9)°
o KRG T IR E BN LKt 21,
I= %
nf(nffl) + ng(nzfl)

H, sg=s/n1+s)/no, LIEHEANREEEL, SCEREAINT, § AT EEEL

s@ <- var(xl) / n_1 + var(yl) / n_2
1 <= s072 / (var(x1)?2 / (n_172 * (n_1 - 1)) + var(yl)*2 / (n_2"2 x (n_2 - 1)))
1

#> [1] 126.7708
FrPA, 1 aJHR 127, #Egit B Em T

t0 <- (mean(xl) - mean(yl)) / sqrt(s0)
to

#> [1] 7.77002

# IR 0.95 L B X R B 2L 3K
qt(1 - 0.05, df = 127)

#> [1] 1.65694

#p &

1 - pt(te, df = 126.7708, lower.tail = TRUE)
#> [1] 1.162404e-12

# ORI EUE
1 - pt(te, df = 127, lower.tail = TRUE)

#> [1] 1.153078e-12
SR t.otest () B, (HAER, t 2 E BT DU IR

t.test(x = x1, y = yl, alternative = "greater", var.equal = FALSE)



% 14 F. FNRITRE

Welch Two Sample t-test

data: x1 and yl
t =7.77, df = 126.77, p-value = 1.162e-12
alternative hypothesis: true difference in means is greater than 0
95 percent confidence 1interval:
2.996334 Inf
sample estimates:
mean of x mean of y

10.338905 6.530406

249 sleep FindE

°
°
°
4-
°
° °
group
©
% 21 . o B3 1
()]
‘ Fd 2
°
° @ ¢
] °
0 P . °
°
°
1 2

group
K 14.4: A4 BEIR BRI 20 1

# FERMELE

t.test(extra ~ group, data = sleep, var.equal = FALSE)

#>
#>
#>
#>
#>

Welch Two Sample t-test

data: extra by group
t = -1.8608, df = 17.776, p-value = 0.07939
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#> alternative hypothesis: true difference in means between group 1 and group 2 1is not equal to 0
#> 95 percent confidence dinterval:

#> -3.3654832 0.2054832

#> sample estimates:

#> mean in group 1 mean 1in group 2

#> 0.75 2.33

1 i

Egon Pearson #1dfth503% Karl Pearson fHRA;, AT HRF2FBen & R i 8d% . 1 E(E
(Pao-Lu Hsu) ¥ Jerzy Neyman £/l Egon Pearson 3424 (Statistical Research Memoirs) &
% —fm T Behrens-Fisher [A@i115 3 (HSU 1938), 1998 4FxF Behrens-Fisher ] 8i[1) 254
(S-H. Kim il Cohen 1998) . PRZZALFIAR L E —He B TF B0 A PSRl f2E AR sk, W GFs
[Ee L f A PRI AR BORY « #pJFPk (Kai-Lai Chung) $45E 16 SCHEEEF IR (HSU 1983).

t AIRA R E K, BT AT RA G R, AR ¢ 5. LA
MacOS _Efy Numbers ZASHAF B, WE 14.5 Frzs, H5EFIF Numbers B0F, S TAER, fAM
B, RIEREEEL, FATERSAERE] TEAL 3w, TAK] o, sy Rk [Hgs
A, FEHHE RS S A TTEST, fRIKEESE—4, 58 A0, MIRRMEEARRA, fKi5 Ml
N, RIRTESRIPREA ¢ R P {HER.

[ JON 4 ttest
125% v (Ea)
i) B\A
IR
o A B [¢] D E F G H J K L M
FEAR T 1058
X 3 4 5 8 9 1 2 4 5
6 19 3 2 14 4 5 17 1

t fy v TTESTY (X v), (Y v ), (R v ), BERSHE v 00
0.20229392] [ T T T T | '

N ool ~M 0w N =

& 14.5: IpANEA44 Numbers JPIEEAS t #6516

K Excel IpAHAFRIRAL ¢ 1515, 1 MacOS R4¢ B Numbers IpAFAAELDL, 4L T.TEST
R, TTEEIRE R, BRI, REPEAT totest() B AT ¢ A%, W

t.test(x = c(3, 4, 5, 8, 9, 1, 2, 4, 5), y = c(6, 19, 3, 2, 14, 4, 5, 17, 1))

#>

#> Welch Two Sample t-test

#>

#> data: c(3, 4, 5, 8, 9, 1, 2, 4, 5) and c(6, 19, 3, 2, 14, 4, 5, 17, 1)


https://www.math.pku.edu.cn/misc/probstat/doc.pdf
https://www.math.pku.edu.cn/misc/probstat/doc.pdf

s

4

156 % 14

#> t = -1.3622, df = 10.255, p-value = 0.2023
#> alternative hypothesis: true difference in means is not equal to 0
#> 95 percent confidence dinterval:

#> -8.767183 2.100516

\ #> sample estimates:

©

#> mean of x mean of y

#> 4.555556 7.888889

14.2.2  IEREMATS ZEE S

BRI IEZS BRI Iy 25 A5, F R
# WA

var.test(extra ~ group, data = sleep)

#>

#> F test to compare two variances

#>

#> data: extra by group

#> F = 0.79834, num df = 9, denom df = 9, p-value = 0.7427

#> alternative hypothesis: true ratio of variances is not equal to 1
#> 95 percent confidence dinterval:

#> 0.198297 3.214123

#> sample estimates:

#> ratio of vardiances

#> 0.7983426

#BEH

bartlett.test(extra ~ group, data = sleep)

#>

#> Bartlett test of homogeneity of variances

#>

#> data: extra by group

#> Bartlett's K-squared = 0.10789, df = 1, p-value = 0.7426

VER: PRBL bartlett.test() ZFEEHEATEMN .

14.2.3  SVAARTIRSE

FEBEDAARMTEO T, HBIIEZ AR .

==

=,

T I AT A I
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o wilcox.test() i FH T HFEAFIPHAEA IS ERL, BFAEA Wilcoxon BRFIRER, PiFEZA Wilcoxon

o BRI, 5 i Mann-Whitney 16545

o kruskal.test() &M TPIHEAMEZHEA, HERZMYHERTHFE, Kruskal-Wallis FAIK

5,
FAREASFIPHAEAS wilcox. test (),

wilcox.test(extra ~ group, data = sleep)

#> Warning in wilcox.test.default(x = DATA[[1L]], y = DATA[[2L]],

#> compute exact p-value with ties

#>

#> Wilcoxon rank sum test with continuity correction
#>

#> data: extra by group

#> W = 25.5, p-value = 0.06933

#> alternative hypothesis: true location shift is not equal to 0
coin fIRALHIH Wilcoxon-Mann-Whitney 5 4

# Asymptotic Wilcoxon-Mann-Whitney Test

wilcox_test(extra ~ group, data = sleep, conf.int = TRUE)

#>

#> Asymptotic Wilcoxon-Mann-Whitney Test

#>

#> data: extra by group (1, 2)

#> Z = -1.8541, p-value = 0.06372

#> alternative hypothesis: true mu is not equal to ©
#> 95 percent confidence 1interval:

#> -3.500000e+00 1.270205e-10

#> sample estimates:

#> difference in location

#> -1.347344

# Exact Wilcoxon-Mann-Whitney Test
wilcox_test(
extra ~ group, data = sleep,

distribution = "exact", conf.int = TRUE

#>
#> Exact Wilcoxon-Mann-Whitney Test

#>

.): cannot
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#> data: extra by group (1, 2)
#> Z = -1.8541, p-value = 0.06582
#> alternative hypothesis: true mu is not equal to ©

#> 95 percent confidence 1interval:

\#> -3.5 0.0

©,

#> sample estimates:
> difference in location

#> -1.35

PIFEA I Z FEAS kruskal.test() .

kruskal.test(extra ~ group, data = sleep)

#>

#> Kruskal-Wallis rank sum test

#>

#> data: extra by group

#> Kruskal-Wallis chi-squared = 3.4378, df = 1, p-value = 0.06372

BE IS B I)— E T AU AESERGE, — ok, ARSI/ N TS8R, S50
NERAAMRIFER, HUtet P {EAM 0.07939 &% 0.06372.,
14.2.4  LRKRHETG RS

Xt MR BT AR T ZESF R R T A =AY, HE VeI 2., R 14.3 .
% 14.3: BT K

[LNEZN EZAMEZN
o Ansari-Bradley #56 ansari.test() o Fligner-Killeen 356 fligner.test()
e Mood #;5 mood. test()

PA A. R. Ansari 1 R. A. Bradley fip44 11 Ansari-Bradley 5 (Ansari 11 Bradley 1960), X} R
52 ansari.test() , PA A. M. Mood 44 ) Mood #;548: (Mood 1954), XfM. 1) R EE%E mood. test()
, IXPEESE T PIREA RS ES 0GR, Bt RIZESH0R G IR (5F4:). PA M. A. Fligner I T. J. Killeen
4 ) Fligner-Killeen #536 (Fligner £l Killeen 1976), XM R EKEHE fligner.test() , HETIE
kG, AT PIREARRZHEARE L. RS E T W & B S B RESHOX S, e
SRS, MCESEOTUAIRMENIIE v, RESEDSRR AT % o .

ansari.test(extra ~ group, data = sleep)

#> Warning in ansari.test.default(x = DATA[[1L]], y = DATA[[2L]], ...): cannot

#> compute exact p-value with ties
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#>

#> Ansari-Bradley test

#>

#> data: extra by group

#> AB = 50.5, p-value = 0.4927

#> alternative hypothesis: true ratio of scales is not equal to 1
mood.test(extra ~ group, data = sleep)

#>

#> Mood two-sample test of scale
#>

#> data: extra by group

#> Z = 0.44761, p-value = 0.6544

#> alternative hypothesis: two.sided
fligner.test(extra ~ group, data = sleep)

#>

#> Fligner-Killeen test of homogeneity of variances

#>

#> data: extra by group

#> Fligner-Killeen:med chi-squared = 0.21252, df = 1, p-value = 0.6448

14.3 ZHAKS

AF5 % & Base R N B PlantGrowth R4, ‘B k4E H Annette J. Dobson flf# 354% ¢ An Introduction
to Statistical Modelling) (Dobson 1983) % 2 4 2 AR — WFR A AE RIS [ 06 4514 F A9
IO, FEAE AR R IR IR s S ) Ak, SERUERZR , BDAAE A i R 2 m AR )
PR , B SEA5 LT 1R B - BE B 23 e 3 SE B 2H RN R AH , BE T 58 A RlAIL SR B0 1511 (completely
randomized experimental design), ZATHENNE]G, FARDICE], TEIFFRE.

str(PlantGrowth)

#> 'data.frame': 30 obs. of 2 variables:
#> $ weight: num 4.17 5.58 5.18 6.11 4.5 4.61 5.17 4.53 5.33 5.14 ...
#> $ group : Factor w/ 3 levels "ctrl","trti",..: 11 11111111...

PR (Fhlg) ctrl A trtl £ trt2, FLBOANIE AL TRy =G T 5 A 5
summary (PlantGrowth)

#> weight group
#> Min. :3.590 ctrl:10
#> 1st Qu.:4.550 trtl:10



O M =

% 14 #.

HERS
HER L
ESBIR

Hartley 1816

Bartlett #8346
O\ T
e BIEHY Bartlett #038

Levene #838

Kruskal-Wallis # #4836
H{EKNIE Friedman #F658
Quade 3%

B

HERE Fligner-Killeen 1638

Kl 14.6: ZHAKL

F ey eI



14.3 % ¥ Al

#> Median :5.155 trt2:10
#> Mean :5.073
#> 3rd Qu.:5.530
#> Max. :6.310

AT 10 B, A KRS 147 BN

## Annette J. Dobson # JEH Plant Weight Data #i&, W 59 W
library(ggplot2)
ggplot(data = PlantGrowth, aes(x = group, y = weight, color = group)) +
geom_boxplot() +
geom_jitter() +

theme_minimal()

[ ]
° [ ]
6.0 i
[ ] o
[ ]
[ ]
5.5 b ©
[ ]
e o group
- " — °
c
550 . E§3 ctrl
o
2 5 Fed trt1
. . Fel w2
45 °
[ ]
[ ]
[ ]
4.0
[ ]
[ ]
35
ctrl trtl trt2
group
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YRR B PR . PR IBUE. Jr 220, — MR () SCRIER R MR &

BOSAER) KA

(J'i2 = Var{eij},i = 1,2,3 %/j_:\‘% 1 zﬂ%ﬁ%;
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._\.% Yij = o+ €5,0=1,2,3
>

7 3 p R BEARMBSE. BRI 2T oneway . test ()

N\ ¢ B8 240 F
(:::) oneway.test(weight ~ group, data = PlantGrowth, var.equal = TRUE)

#>

#> One-way analysis of means

#>

#> data: weight and group

#> F = 4.8461, num df = 2, denom df = 27, p-value = 0.01591

SN R A AN AL T ZE R A TR, AR S e MG B P £ SR A i — B0

fit_lm <- lm(weight ~ group, data = PlantGrowth)
anova(fit_lm) # 3 # summary(fit)

#> Analysis of Variance Table

#>

#> Response: weight

#> Df Sum Sq Mean Sq F value Pr(>F)
#> group 2 3.7663 1.8832 4.8461 0.01591 *
#> Residuals 27 10.4921 0.3886

#> —-—-

#> Signif. codes: © 'xxx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
BT A RPN R 14.4
F 144 M RE RS B

it frfEZE t QbR PE
a 5032 01971 255265 0.0000

B -0.371 0.2788  -1.3308 0.1944
B2 0.494 0.2788 1.7720 0.0877

14.3.1.2 xRz
# AU T E
aggregate(data = PlantGrowth, weight ~ group, FUN = var)

#> group weight
#> 1 ctrl 0.3399956

F.OF LY RITER
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#> 2 trtl 0.6299211
#> 3 trt2 0.1958711

# BE

with(PlantGrowth, tapply(weight, group, var))

#> ctrl trtl trt2
#> 0.3399956 0.6299211 0.1958711

ALY T 2 LA KA o

# BREUT ELF
oneway.test(weight ~ group, data = PlantGrowth, var.equal = FALSE)

#>

#> One-way analysis of means (not assuming equal variances)

#>

#> data: weight and group

#> F = 5.181, num df = 2.000, denom df = 17.128, p-value = 0.01739

LR GRUVER, e —H () AARRRIT 2.
fit_gls <- nlme::gls(weight ~ 1,

data = PlantGrowth, method = "ML",

weights = nlme::varIdent(form = ~ 1 | group)

)
summary (fit_gls)

#> Generalized least squares fit by maximum likelihood
#> Model: weight ~ 1

#> Data: PlantGrowth

#> AIC BIC loglLik

#> 67.99884 73.60363 -29.99942

#>

#> Variance function:

#> Structure: Different standard deviations per stratum
#> Formula: ~1 | group

#> Parameter estimates:

#> ctrl trtl trt2
#> 1.0000000 1.6028758 0.9103568
#>

#> Coefficients:

#> Value Std.Error t-value p-value
#> (Intercept) 5.205999 0.115762 44.97158 0
#>
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#> Standardized residuals:

#> Min Q1 Med Q3 Max
#> -1.78654574 -0.92900218 -0.08794552 0.61374803 2.09128348
#>

#> Residual standard error: 0.5798892

#> Degrees of freedom: 30 total; 29 residual

FIERAEAANFER I, BOFET 2R, K3, WWERRIAERE, A—ERTT.
TogLik (fit_lm)

#> 'log Lik.' -26.80952 (df=4)

loglik(fit_gls)

#> 'log Lik.' -29.99942 (df=4)

14.3.2 [EARME T R

SRR A0, A PR W SR 5 75 -

1. Hartley a3 AAHEAR LA

2. Bartlett #a%: ALBEAR W DA, BENHANEABEOIAET 5.

3. fBIEHY Bartlett £ fEAEARBCREE/N. HHSF A F GRS .

4. Levene % A2 TRPNRAM T 22047, MELT Bartlett £%:, Levene 53555 Az .

@ R

BRI T , K377 2257 I AES RO A A ] DAIFEX BL.

-&{E17" * Ty %%Ez%’\{zﬁj\/(ulvg%) E‘J*ﬁé$7&yla oy Yny %%QEJZI:N(M%O%) E’:J*f'éZIK?‘&Zl’- *t oy %ng
KA BN (us, 03) FIFEA.

02 =03 =03 wvs. 07,05,05 A%

Bartlett (ELAFFFIFF) Kl bartlett.test() ER AWM N IESHT, MBS INHN T E2EH R
FrEER, AOr IR, BTS8RE, EHT 2 IMEARRHEL.

# ZHAR

bartlett.test(weight ~ group, data = PlantGrowth)

#>

#> Bartlett test of homogeneity of variances

#>

#> data: weight by group

#> Bartlett's K-squared = 2.8786, df = 2, p-value = 0.2371
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# WE

car::leveneTest(weight ~ group, data = PlantGrowth)

#> Levene's Test for Homogeneity of Variance (center = median)
#> Df F value Pr(>F)

#> group 2 1.1192 0.3412

#> 27

14.3.3 SAEAIMBRSE

Kruskal-Wallis #:FI#5 5 kruskal.test () WIS YIMEEE 5.

kruskal.test(weight ~ group, data = PlantGrowth)

#>

#> Kruskal-Wallis rank sum test

#>

#> data: weight by group

#> Kruskal-Wallis chi-squared = 7.9882, df = 2, p-value = 0.01842

SN RILMERI IR

fit_lm <- Im(rank(weight) ~ group, data = PlantGrowth)
anova(fit_1lm) # summary(fit_1m)

#> Analysis of Variance Table

#>

#> Response: rank(weight)

#> Df Sum Sq Mean Sq F value Pr(>F)
#> group 2 618.95 309.475 5.1324 0.01291 *
#> Residuals 27 1628.05 60.298

#> ——-

#> Signif. codes: 0 '**xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Friedman #AKGE EIESEAGL . & T RRZEZ M &SI T 200, KK SrE—dEE %
BTEALT HAL . £+%F unreplicated blocked data

SRS n AN kO RUETNTT 2, REAE AT B A T AL R IR AL
FHTR—HAN.

friedman.test(extra ~ group | ID, data = sleep)

#>

#> Friedman rank sum test

#>

#> data: extra and group and ID
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% 14 F. FNRITRE

#> Friedman chi-squared = 9, df = 1, p-value = 0.0027

formula ZHHE N a ~ b | ¢, a FnEHEE, b 4”& groups, c FE/R blocks,

Quade #;4 quade.test() 5 Friedman F¥25{Ll, Quade #&465 JHlF unreplicated complete block

designs.,

# OBERSEID

quade.test(extra ~ group | ID, data = sleep)

#>

#> Quade test

#>

#> data: extra and group and ID

#> Quade F = 28.557, num df = 1, denom df = 9, p-value = 0.0004661

ARIEDS B B35, Hehnsee X 4%t complete block designs . 1879 4F 1 5o /Ry M iC % T
TSR, RGN E 20 YOtH. R morley HOLHE Speed L4 gii%id 7, A TRATIE, JR
UL R 22 T 299000 (km/sec) o

# LR

quade.test(Speed ~ Expt | Run, data = morley)

#>

#> Quade test

#>

#> data: Speed and Expt and Run

#> Quade F = 3.6494, num df = 4, denom df = 76, p-value = 0.008976

ggplot(data = morley, aes(x = Expt, y = Speed, group = Expt)) +

geom_boxplot() +
geom_jitter() +
theme_minimal() +

labs(x = "Expt", y = "Speed (km/sec)")
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] 14.8: 1879 4F301 i /R o S B i dhs

14.3.4  SAARARIG 2R

SAROA BRI 2 MR R B, TR M A B R | 18 S AL R I 22,
SO R

# ESHAL B

fligner.test(weight ~ group, data = PlantGrowth)

#>

#> Fligner-Killeen test of homogeneity of variances

#>

#> data: weight by group

#> Fligner-Killeen:med chi-squared = 2.3499, df = 2, p-value = 0.3088

BIRHIESR B, FIAVCH =T 2 B 2R .

14.4 PR FEAS KRS

BT AEA A I 2 AT ) — PP IR IGO0 o RRAR IR O REAAS (RS, DU X A 35 o
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# 14.5: FEXTREASKG I

FEAR R %K

PR o t.test(paired = TRUE) IFASMARIIEK I
e wilcox.test(paired = TRUE) MR ARFILMER L

IN
i
S
©

14.4.1 ek t 55

AR BCRXT ¢ A5, PRAL t.test() MISAEL paired BE TRUE , PIDAIAFEA SRERCX A AL
LI

sleep2 <- reshape(sleep, direction = "wide",
idvar = "ID", timevar = "group")

t.test(Pair(extra.l, extra.2) ~ 1, data = sleep2)

#>

#> Paired t-test

#>

#> data: Pair(extra.l, extra.2)

#> t = -4.0621, df = 9, p-value = 0.002833

#> alternative hypothesis: true mean difference is not equal to 0
#> 95 percent confidence dinterval:

#> -2.4598858 -0.7001142

#> sample estimates:

#> mean difference

#> -1.58

# R < 4.4.0

# t.test(extra ~ group, data = sleep, paired = TRUE)

AR PIIECXT ¢ K36, pRAL pairwise.t.test() IBHL paired BLEN TRUE , YUY
HOXF ¢ A gy, AR IRAE RS A SR .

with(sleep, pairwise.t.test(x = extra, g = group, paired = TRUE))

#>
#> Pairwise comparisons using paired t tests
#>

#> data: extra and group

#>
#> 1
#> 2 0.0028

#>
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#> P value adjustment method: holm

"7 , R 41 RIZL 2 TN 6 RIREY P (EY 0.0028,

\ @ R
@ PSRN R0 5 A B L MR AR ST 00
library(nlme)
m <- lme(fixed = extra ~ group, random = ~ 1 | ID, data = sleep)

summary (m)

#> Linear mixed-effects model fit by REML
#> Data: sleep

#> AIC BIC loglLik

#> 77.95588 81.51737 -34.97794

#>

#> Random effects:

#> Formula: ~1 | ID

#> (Intercept) Residual
#> StdDev: 1.6877 0.8697384
#>

#> Fixed effects: extra ~ group

#> Value Std.Error DF t-value p-value
#> (Intercept) 0.75 0.6003979 9 1.249172 0.2431
#> group2 1.58 0.3889588 9 4.062127 0.0028
#> Correlation:

#> (Intr)

#> group2 -0.324

#>

#> Standardized Within-Group Residuals:

#> Min Q1 Med Q3 Max
#> —-1.63372282 -0.34157076 0.03346151 0.31510644 1.83858572
#>

#> Number of Observations: 20

#> Number of Groups: 10

Fthai b, BER T group2 BWREMN T4 1 4, 25 2 HMMIN{E, Hoh 1.58, XFRAY
t SR 4.062127, P {4 0.0028. A nlme FHEEL intervals () 1RV
95% HYEAF X[H].

intervals(m, which = "fixed")

#> Approximate 95% confidence dintervals

#>
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#> Fixed effects:

#> lower est. upper

#> (Intercept) -0.6081944 0.75 2.108194

#> group2 0.7001140 1.58 2.459886

group2 XTI 95% (5 X [H]/2& (0.7001140,2.459886) .

14.4.2 [k} Wilcoxon K5

Wilcoxon #:56pEAL wilcox.test() W HE paired = TRUE FJDMBECXAGEG, (H 2R W 4.
# A EHZARE

# wilcox.test(weight ~ group, data = PlantGrowth, paired = TRUE)

wilcox.test(Pair(extra.l, extra.2) ~ 1, data = sleep2)

#> Warning in wilcox.test.default(x = respVar[, 1L], y = respVar[, 2L], paired

#> TRUE, : cannot compute exact p-value with ties

#> Warning in wilcox.test.default(x = respvVar[, 1L], y = respVar[, 2L], paired =

#> TRUE, : cannot compute exact p-value with zeroes

#>

#> Wilcoxon signed rank test with continuity correction
#>

#> data: Pair(extra.l, extra.2)

#> V = 0, p-value = 0.009091

#> alternative hypothesis: true location shift is not equal to 0

# R < 4.4.0

# wilcox.test(extra ~ group, data = sleep, paired = TRUE)

14.5 ZEfRks

[F] A6 22 TR

#* 14.6: ZHEEBHGR

FEA R BR%
EA=V.N o pairwise.t.test() IEZEVAIY(EK LS

o pairwise.prop.test() IS A LA
o pairwise.wilcox.test() MRRFILI(EKL:
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14.5.1 2§t KI5

Bdhide sleep (AN, FdESE PlantGrowth & =44, FHILAKIESE PlantGrowth Rfil, /4
W22 IR I AT R LS ¢ A

# B AR A TR L

with(PlantGrowth, pairwise.t.test(x = weight, g = group, paired = TRUE))

#>

#> Pairwise comparisons using paired t tests
#>

#> data: weight and group

#>

#> ctrl  trtl

#> trtl 0.346 -

#> trt2 0.220 0.058

#>

#> P value adjustment method: holm

PREL pairwise.t.test() DA P {HZ NP ECXT LR B S5 5, trtl F1 ctrl BEXFE0Es, P {ES 0.346, trt2
I ctrl EEXTHCES, P EA 0.220, PASLISHE.

# A AR BOXE A L

with(PlantGrowth, pairwise.t.test(x = weight, g = group))

#>

#> Pairwise comparisons using t tests with pooled SD
#>

#> data: weight and group

#>

#> ctrl  trtl

#> trtl 0.194 -

#> trt2 0.175 0.013

#>

#> P value adjustment method: holm

14.5.2  ZHLLBIKSS

T RS, ML B E:, RITER%L pairwise.prop.test() , WITR/RBIEH 4 141,

smokers <- c(83, 90, 129, 70)
patients <- c(86, 93, 136, 82)

pairwise.prop.test(smokers, patients)
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Warning 1in prop.test(x[c(i, j)1, nlc(i, )1,

may be incorrect

Warning in prop.test(x[c(i, j)1, nlc(i, j)1,

may be dincorrect

Warning in prop.test(x[c(i, j)1, nlc(i, 7)1,

may be dincorrect

Pairwise comparisons using Pairwise comparison

data: smokers out of patients

1 2 3
2 1.000 - -
3 1.000 1.000 -
4 0.119 0.093 0.124

P value adjustment method:

14.5.3 Wilcoxon K4

Wilcoxon K351 A B A I I (EZ2 A

holm

% 14 F. FNRITRE

.): Chi-squared approximation

.): Chi-squared approximation

.): Chi-squared approximation

of proportions

B pairwise.wilcox.test () MM A A AL P HLACAR 35 o

with(PlantGrowth, pairwise.wilcox.test(x

#>
#>

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

Warning in wilcox.test.default(xi, xj, paired

exact p-value with ties

weight, g = group))

paired, ...): cannot compute

Pairwise comparisons using Wilcoxon rank sum test with continuity correction

data: weight and group

ctrl trtil
trtl 0.199 -
trt2 0.126 0.027

P value adjustment method:

holm
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14.5.4 Dunn K55

dunn.test FEHLEEL dunn. test() LI Dunn ¥4, B Kruskal-Wallis BRAFIRELE BT 995 ELEL .

library(dunn.test)
with(PlantGrowth, dunn.test(x = weight, g = group, method = "holm", altp = TRUE))

#> Kruskal-Wallis rank sum test

#>

#> data: weight and group

#> Kruskal-Wallis chi-squared = 7.9882, df = 2, p-value = 0.02

#>

#>

#> Comparison of weight by group
#> (Holm)

#> Col Mean-|

#> Row Mean | ctrl trtl
#> ————————— o
#> trtl | 1.117725

#> | 0.2637

#> |

#> trt2 | -1.689289 -2.807015
#> | 0.1823 0.0150%*
#>

#> alpha = 0.05
#> Reject Ho if p <= alpha

14.6 AR

FITET 728 S0 7 YRR X SR RS NRHIE R O Jr22) #EATIGES:, R RAR R ik R 0 7
P HAREASE ok A IS, W MEAZ %EH*Aﬁ FEAS U )i AN AT, FEAS
RO TREE o WIS R FA I APk o

14.6.1 EAMERLE

2 FER B2 RS, PG ERERER, REETTEEORYL, kR M A FER B 2 08 1R |
HREEEI TR AW B B i e

Usually (but not always) doing tests of normality reflect a lack of understanding of the power

of rank tests, and an assumption of high power for the tests (qq plots don’t always help with
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that because of their subjectivity). When possible it’s good to choose a robust method. Also,
s

doing pre-testing for normality can affect the type I error of the overall analysis.
/ — Frank Harrell !
\ R THAE SRR R A2 B UK, et A S FIBE RS R B RS, #i0T P (E
@ Shapiro fll Wilk $2H A W K56 (Shapiro Fl Wilk 1965) , XFWAJ R pRECH shapiro.test()

set.seed(20232023)
X <= rnorm(100, mean = 5, sd = 3)

shapiro.test(x)

#>

#> Shapiro-Wilk normality test
#>

#> data: x

#> W = 0.98635, p-value = 0.3954

The issue really comes down to the fact that the questions: “exactly normal?”, and “normal
enough?” are 2 very different questions (with the difference becoming greater with increased
sample size) and while the first is the easier to answer, the second is generally the more

useful one.

— Greg Snow 2

EP Kt & F e BB B R O , R TR AR AR B ORI T A5 3 T AT B A 221 R o777
HEF— ARV 5] BP Kalbei it (Epps fil Pulley 1983)

@ ¥R

A n > 200 EP KR40 E Trp JEFIEIL n = oo I Tpp WAL

B,z R A IESEE N(u,0®) BIRA, EP RSEH&E SN

n i—1

TEp—l—i———i— ZZexp{ } \fZexp{ _)2}

12]1 Sk

Horp 2,83 Al FEASIEA (KRVA n BY) FEAS DT 25,

14.6.2  [lsr Ak

Lilliefors #5:5 * F1HHEAR) ks RHHY K &

Lhttps://stat.ethz.ch/pipermail /r-help/2005- April/070508.html
2https://stat.ethz.ch/pipermail /r-help/2009-May/390164.html
3https://personal.utdallas.edu/~herve/Abdi-Lillie2007- pretty.pdf



https://stat.ethz.ch/pipermail/r-help/2005-April/070508.html
https://stat.ethz.ch/pipermail/r-help/2009-May/390164.html
https://personal.utdallas.edu/~herve/Abdi-Lillie2007-pretty.pdf
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As to whether you can do a Lilliefors test for several groups, that depends entirely on your

ability to understand what the underlying question would be (see Adams D 1979).

— Knut M. Wittkowski *
Kolmogorov-Smirnov #556: BAFEAR L LA B[R] /0 A ks . test()

# B x EEXM K
ks.test(x, y = "pnorm")

#>

#> Asymptotic one-sample Kolmogorov-Smirnov test
#>

#> data: x

#> D = 0.85897, p-value < 2.2e-16

#> alternative hypothesis: two-sided

14.6.3  HIPER IS

FEASHIAH S VERGES cor.test(): Pearson’s ¢ R4k H:, Kendall’s 7 #5608 # Spearman’s p 56 .
T 36 [ SR BTN M B AR USJudgeRatings /28 45 THVT43 2 [B] A AH &%

# cor.test(method = "pearson") # lm(y ~ 1 + Xx)
cor.test(~ CONT + INTG, data = USJudgeRatings)

#>

#> Pearson's product-moment correlation

#>

#> data: CONT and INTG

#> t = -0.8605, df = 41, p-value = 0.3945

#> alternative hypothesis: true correlation is not equal to 0
#> 95 percent confidence interval:

#> -0.4168591 0.1741182

#> sample estimates:

#> cor

#> -0.1331909
Hrr, A8 CONT FoRfii SEEMBRARKE, INTG FoRalAAIE.

# cor.test(method = "kendall")

# cor.test(method = "spearman") # lm(rank(y) ~ 1 + rank(x))

4https://stat.ethz.ch/pipermail /r-help/2004-February /045597.html


https://stat.ethz.ch/pipermail/r-help/2004-February/045597.html
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% 14.6.4  Jhor RS
HTIEJJ?EIJBEJ_ PRSI Box.test() 1148 Box-Pierce 5{ Ljung-Box L6481 A6 2 45 1 B ] 7 41 1 2
ﬂ.ﬁ SR

@ 14.6.5 ERAYERYS

W] P72 BREARAR 6y, Gz 1] Fp 871~ A i Phillips-Perron 1) A HRAZ R PP. test ()

PP.test(x, lshort = TRUE)

14.7  Zouormthik

o Hotelling T2 #25%: EAMRMZICIES D, MFEASEZ ZH60% .
o Mauchly BKERE: SARMZICIES DA, BREA T ZZ R .

14.7.1 Hotelling T? K545

Hotelling T? 6452 —4ERTE FPIREAS ¢ BB 2 4EHE

14.7.2 Mauchly ERIBELE

Mauchly BRFEKK: mauchly. test() Kil: Wishart SpAR M7 2 M2 0 IE T4 e MM . —41kE
AR HZICIEES M, AR T ZH MR K TR RN, BEPLAEFER A Wishart 7344 .

#) p 4EZTCIEE ST MVN(0, %), E1¢¢ 52[@@1—15&10 WX =x"x RASEH X, ABER m
i) Wishart 7345 W, (2, m). RS ETN

1

1
F(X) = a1 X7 2 exp{—<te(E71 X))}
27|35 0,(%) 2

Hep, T, B2 oo, &XmT

p J—
rp(%) = AT p(% _J
j=1

RIBEWNE T MRIEE S, T PAE AL IR A Wishart 2041 W, (3, m) WIREA, m =df, X =
Sigma, R iESmMAUWT:

rWishart(n, df, Sigma)
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Hrp, BASH 0 fREHEAR, SUESE Jf 88 HME, [EEMN px p HFE signa 5 Wishart 437
(B E. rwishart() RE—A px pxn B4l R, Hrp R[,,i] RIEERE, 2RM Wishart 231
W,(2,m) f—AFEAR s, it m = df, ¥ = Sigma.

set.seed(2022)

# M n DEHLE

S <- matrix(c(1.2, 0.9, 0.9, 1.2), nrow = 2, ncol = 2)
rWishart(n = 3, df = 2, Sigma = S)

# , , 1
#>

#> [,1] [,2]
#> [1,] 3.213745 1.2445391
#> [2,] 1.244539 0.5032642
#>

>, , 2

#>

#> [,1] [,2]

#> [1,] 4.443057 3.387850

#> [2,] 3.387850 2.605341

#>

#> , , 3

#>

#> [,1] [,2]

#> [1,] 3.614911 4.797919

#> [2,] 4.797919 6.846811

REALAERE M OB E(M) = m x X, FEURERE M hRA~ocRm 2=

Var(Mij) = m(Efj + EiiEjj), S =3

#p=1, QI 22— hrit o, Wishart Sp15RMAH B BN df BR300 X2, Bl Wi(o?,m) = o?x7,.
NHETRERAUERE M .
set.seed(2022)

Wish <- rWishart(n = 3000, df
# T HHENERE v 2
apply(Wish, MARGIN = 1:2, FUN = mean)

2, Sigma = S)

#> [,1] [,2]
#> [1,] 2.375915 1.792558
#> [2,] 1.792558 2.430074
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# FEHLAERE Moy B Z 0
2 %S

[ #> [,11 [,2]
\\#> [1,] 2.4 1.8

©

#> [2,] 1.8 2.4
BB REYLAERE M 725,
# PR £

apply (Wish, MARGIN = 1:2, var)

#> [,1] [,2]
#> [1,] 5.668746 4.472606
#> [2,] 4.472606 5.729270

# BBy E
2% (S”h2 + tcrossprod(diag(S)))

#> [,1] [,2]
#> [1,] 5.76 4.50
#> [2,] 4.50 5.76

14.8  fRieks—2itid

BRI OLRE I R, AT B DRI A 28, O S AR TS R L, R
HEMARZ TR AR BRI T A . IKUCZ AR . PIREAIGSE . ZHARE . T
K. BOAMREAKER . WRCHFFESERRA AN, B BB . WRAHE BTG SR
MR, MSERRAAES ARG TEAEH , ESERIIER IR, JIIRE. FEE AR
HTEOLR, Joi X EA R e X 7 2, KR Ol TR BRSO RTT v

FERRBAR IR e Ty A H otk AR 2, A Karl Pearson £ RITGEIHR . R0 R I % LA
K, FREEHBLH R — A REA SR TAE, TR AAER L, 19 had)5fm2 20 HhapyE, #&
T P 28 1 — AN T 2L B B R T A o M ARIROAS: 36240 23Ut EIDIE T A ST T O B L 2
WA 2L, MM, EAEX Ty i TR BT . B3 Rt R R 2 A T A AN
A, HELE SRR KRG RIEFTHAH T2 FENGEIMGTE R, HRIX LR O
BY SO AR A I8 7 ¥R A I PR TR i R 3 22 SR R 8 YRR PRI 0L,
MRFE=A 1 A HIUIHE Y BB A A

F 147 MBS S IS A 2T

w4 eI 5 AR BET: Har o TUEk
K. Pearson i [ 1857-03-27  1936-04-27 79 Rhofh. RhHKLE
C. Spearman L[ 1863-09-10 1945-09-17 82 Spearman’s p


https://en.wikipedia.org/wiki/Karl_Pearson
https://en.wikipedia.org/wiki/Charles_Spearman
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624 | AR BET e TUEk

W. S. Gosset W 1876-06-13  1937-10-16 61 t M. bR

R. A. Fisher | 1890-02-17  1962-07-29 72 F #:05. Fisher BT %

F. Wilcoxon E[FH 1892-09-02 1965-11-18 73 Wilcoxon R L

H. Cramér Wt 1893-09-25 1985-10-05 92 Cramér’s V

J. Neyman W EH 1894-04-16 1981-08-05 87 Neyman-Pearson 5| H

E. S. Pearson YLE 1895-08-11 1980-06-12 84 Neyman-Pearson 5|3

H. Hotelling E[H 1895-09-29 1973-12-26 78 Hotelling T? #5

E. J. G. Pitman I 1897-10-29 1993-07-21 95 Pitman {1}

J. Wishart JLlE 1898-11-28 1956-07-14 57 Wishart 43-ff

Q. M. McNemar EH 1900-02-20 1986-07-03 86 McNemar £ 46

F. Yates L [E 1902-05-12 1994-06-17 92 Yates &1l

A. Wald 1 1902-10-31  1950-12-13 48 Wald K16

A. Kolmogorov TRER 1903-04-25 1987-10-20 84 Kolmogorov-Smirnov 4
%

S. S. Wilks E[H 1906-06-17 1964-03-07 57 Wilks 656 /UL EK HEAS 56

J. W. Mauchly FEH 1907-08-30 1980-01-08 72 Mauchly ERIEH

M. Kendall JLlE 1907-09-06 1983-03-29 76 Kendall’s 7

W. G. Cochran JiE, EH 1909-07-15 1980-03-29 70 Cochran—Mantel—-
Haenszel ¥4

M. S. Bartlett i ] 1910-06-18  2002-01-08 91 Bartlett #1%

W. M. Haenszel E[H 1910-06-19 1998-03-13 87 Cochran—Mantel—
Haenszel 54

B. L. Welch L [E 1911 1989-12-29 78 Welch t #5146

H. O. Hartley f ] 1912-04-13 1980-12-30 68 Hartley #4%

M. Friedman E[H 1912-07-31 2006-11-16 94 Friedman Fk:FN#656

W. A. Wallis EH 1912-11-05 1998-10-12 85 Kruskal-Wallis #5546

H. Levene eS| 1914-01-17 2003-07-02 89 Levene f&1%

J. W. Tukey Eq| 1915-06-16  2000-07-26 85 Tukey’s HSD #%

O. J. Dunn E[H 1915-09-01 2008-01-12 92 Dunn #56

E. L. Lehmann VE. EE 1917-11-20 2009-09-12 91 Lehmann-Scheffé g3

T. W. Anderson E[FH 1918-06-05 2016-09-17 98 Anderson—Darling #;45

N. Mantel FE[H 1919-02-16 2002-05-25 83 Cochran—Mantel—
Haenszel ¥ 56

W. Kruskal X H 1919-10-10 2005-04-21 85 Kruskal-Wallis 15 46;

George E. P. Box #[H., #£H 1919-10-18 2013-03-28 93 Box-Pierce #5%

C. R. Rao . EHE 1920-09-10 2023-08-22 102 Score ¥

M. Wilk mE K 1922-12-18 2013-02-19 90 Shapiro-Wilk %

J. Durbin YLE 1923-06-30 2012-06-23 88 Durbin #6148


https://en.wikipedia.org/wiki/William_Sealy_Gosset
https://en.wikipedia.org/wiki/Ronald_Fisher
https://en.wikipedia.org/wiki/Frank_Wilcoxon
https://en.wikipedia.org/wiki/Harald_Cram%C3%A9r
https://en.wikipedia.org/wiki/Jerzy_Neyman
https://en.wikipedia.org/wiki/Egon_Pearson
https://en.wikipedia.org/wiki/Harold_Hotelling
https://en.wikipedia.org/wiki/E._J._G._Pitman
https://en.wikipedia.org/wiki/John_Wishart_(statistician)
https://en.wikipedia.org/wiki/Quinn_McNemar
https://en.wikipedia.org/wiki/Frank_Yates
https://en.wikipedia.org/wiki/Abraham_Wald
https://en.wikipedia.org/wiki/Andrey_Kolmogorov
https://en.wikipedia.org/wiki/Samuel_S._Wilks
https://en.wikipedia.org/wiki/John_Mauchly
https://en.wikipedia.org/wiki/Maurice_Kendall
https://en.wikipedia.org/wiki/William_Gemmell_Cochran
https://en.wikipedia.org/wiki/M._S._Bartlett
https://en.wikipedia.org/wiki/William_M._Haenszel
https://en.wikipedia.org/wiki/Bernard_Lewis_Welch
https://en.wikipedia.org/wiki/Herman_Otto_Hartley
https://en.wikipedia.org/wiki/Milton_Friedman
https://en.wikipedia.org/wiki/W._Allen_Wallis
https://en.wikipedia.org/wiki/Howard_Levene
https://en.wikipedia.org/wiki/John_Tukey
https://en.wikipedia.org/wiki/Olive_Jean_Dunn
https://en.wikipedia.org/wiki/Erich_Leo_Lehmann
https://en.wikipedia.org/wiki/Theodore_Wilbur_Anderson
https://en.wikipedia.org/wiki/Nathan_Mantel
https://en.wikipedia.org/wiki/William_Kruskal
https://en.wikipedia.org/wiki/George_E._P._Box
https://en.wikipedia.org/wiki/C._R._Rao
https://en.wikipedia.org/wiki/Martin_Wilk
https://en.wikipedia.org/wiki/James_Durbin
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Ny B i SEr- K o
j:ffs;TIL Le Cam e 10241118 2000-04-25 75 W R

M. Lilliefors S 1028-06-14  2008-02-23 80 Lilliefors
:x:\-B< S. S. Shapiro 0 1930-07-13 - 93 Shapiro-Wilk 15

1 il
LIRS H R TR RRITEILER, Z2—EMRIR, S0 BRM TN, 20 4 60 £,

RIS H AR G E T, BroMU & 1930 4FPARTHAERY . IUAh, A HREA —ENER,
BDUCRAEYERE T RHA A L

Hp, mEERGOT AR LHARMIR R W T 14.9 .

E. L. Lehmann
1917-2009

J. Neyman
1894-1981

F. Galton
1822-1911

R. A. Fisher
1890-1962

K. Pearson
1857-1936

A. Wald
1902-1950

E. S. Pearson
1895-1980

Bl 14.9: G E R BRI R

F. Galton J& K. Pearson J%/ifi, E. S. Pearson & K. Pearson fJJL 1. E. L. Lehmann /& J. Neyman
fy2#E, J. Neyman Fl E. S. Pearson —ifgfg i N-P 5|3, 285 XAIFREA RIS BEEE A . Rk
R g AN X a7, Pes it 2 R AH X, A, Wald 4% J. Neyman il E. S. Pearson 2 5, 4kZ:H158
Lg%, AR, 5 WHLEEhIeaE R,

14.8.1 BB E RHILEL R

FDR /2 False Discovery Rate [{fajFK

14.8.2  {RBASIEAIT 250 il Z
14.8.2.1 APFER-—C NPT

PR aov () FIDAMBLEL. XU Z—JT )y 220 M

fit_aov <- aov(weight ~ group, data = PlantGrowth)

PP LLRE, ZE K


https://en.wikipedia.org/wiki/Lucien_Le_Cam
https://en.wikipedia.org/wiki/Hubert_Lilliefors
https://en.wikipedia.org/wiki/Samuel_Sanford_Shapiro
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TukeyHSD(fit_aov)

#> Tukey multiple comparisons of means

#> 95% family-wise confidence level

#>

#> Fit: aov(formula = weight ~ group, data = PlantGrowth)
#>

#> Sgroup

#> diff lwr upr p adj
#> trtl-ctrl -0.371 -1.0622161 0.3202161 0.3908711
#> trt2-ctrl 0.494 -0.1972161 1.1852161 0.1979960
#> trt2-trtl 0.865 0.1737839 1.5562161 0.0120064

H O sE 3 220t
# WA
dfi1 <- 2
df2 <- 27
# FUNAE
group.size <- 10
# U1 J7 %
sq.between <- sum(tapply(
PlantGrowthsweight, PlantGrowthS$Sgroup,
function(x) (mean(x) - mean(PlantGrowthS$weight))”2

)) * group.size

mean.sq.between <- sq.between / dfl

# AN T E

sg.within <- sum(tapply(
PlantGrowthsweight, PlantGrowthS$Sgroup,
function(x) sum((x - mean(x))"2)

))

mean.sq.within <- sq.within / df2
#F &iteE
f.value <- mean.sq.between / mean.sq.within

f.value
#> [1] 4.846088

# P 1A
p.value <- 1 - pf(f.value, dfl, df2)
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p.value
& — 4> [1] 0.01590996
>

7 MBI 2R B R 20T, Ty 2 TSR AE LR A A I EE A W5

\\oneway.test(weight ~ group, data = PlantGrowth, var.equal = TRUE)

© ,

#> One-way analysis of means

#>

#> data: weight and group

#> F = 4.8461, num df = 2, denom df = 27, p-value = 0.01591

J7 23T FT DA AN S A I HE SR

fit <- Im(weight ~ group, data = PlantGrowth)

summary (fit)

#>

#> Call:

#> Im(formula = weight ~ group, data = PlantGrowth)
#>

#> Residuals:

#> Min 1Q Median 3Q Max

#> -1.0710 -0.4180 -0.0060 0.2627 1.3690

#>

#> Coefficients:

#> Estimate Std. Error t value Pr(>|t])

#> (Intercept) 5.0320 0.1971 25.527 <2e-16 **xx

#> grouptrtl -0.3710 0.2788 -1.331 0.1944

#> grouptrt2 0.4940 0.2788 1.772 0.0877

#> —-—-

#> Signif. codes: 0 'xxx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
#>

#> Residual standard error: 0.6234 on 27 degrees of freedom
#> Multiple R-squared: 0.2641, Adjusted R-squared: 0.2096
#> F-statistic: 4.846 on 2 and 27 DF, p-value: 0.01591

anova(fit)

#> Analysis of Variance Table
#>
#> Response: weight

#> Df Sum Sq Mean Sq F value Pr(>F)
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#>
#>
#>
#>

S

group 2 3.7663 1.8832 4.8461 0.01591 *
Residuals 27 10.4921 0.3886
Signif. codes: 0 'xxx' 0.001 '**' 0.01 'x' 0.05 '.' 0.1 " ' 1

BEAARHIESEA, HEMYrEME, N F St ErRENSEr P EE,
fERBLHGH oneway . test () HIZEIEAIZY () EIX HLAEAT T

14.8.2.2 WHFE—ICH ZEmbr

with(ToothGrowth, interaction.plot(supp, dose, len))

L0
N

15 20

mean of len

10

0J

VvC

supp
K 14.10: OF 1 VC 22 HAEH]

R dose = 2, N len ST supp A KA

fit_aov <- aov(len ~ supp * dose, data = ToothGrowth)

aov(formula = len ~ supp * dose, data = ToothGrowth)

fit_aov
#> Call:
#>

#>

#> Terms:
#>

supp

dose supp:dose Residuals

183

H 20T aov() .



#> Sum of Squares 205.3500 2224.3043 88.9201 933.6349

\ \\/\ 184 % 14 F. ¥ IRtk
it

#> Deg. of Freedom 1 1 1 56

TS e
/ #> Residual standard error: 4.083142
#> Estimated effects may be unbalanced

14.8.2.3 PRI 0P

PlantGrowth J& T—JC /4T, WINAZ & A MY) T H-— V&, R B2 M2 m, EEith
Z20+4F multivariate analysis of variance . AN[EJFPZENIE BAEIEE H K JE R 1A A .

library(ggplot2)

library(ggridges)

ggplot(data = diris, aes(x = Sepal.Length, y = Species, fill = Species)) +
scale_fill_brewer(palette = "Greys") +
geom_density_ridges(bandwidth = 0.2) +

theme_ridges(font_size = 12, font_family = "sans")

Species

virginica
Species
|:| setosa
icol |:| versicolor
versicolor . oo
virginica
setosa

4 5 6 7 8
Sepal.Length

Bl 14.11: & AR K 41T
fit <- manova(cbind(Sepal.Length, Sepal.Width, Petal.Length, Petal.Width) ~ Species, data = dris)
summary (fit, test = "Wilks")

#> Df Wilks approx F num Df den Df Pr(>F)
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#> Species 2 0.023439 199.15 8 288 < 2.2e-16 **xx

#> Residuals 147

#> ——-

#> Signif. codes: 0 '**x' 0.001 'xx' 0.01 'x' 0.65 '.' 0.1 ' ' 1

P {H/NT 0.0.5, il iris Hde =P HRIENEA BEFER. RTHHENBRRKTTIA, HE 2

summary.manova .
f% Species MG AN RIHEAIIE . AT 2

aggregate(data = dris, cbind(Sepal.Length, Sepal.Width, Petal.Length, Petal.Width) ~ Species, mean

#> Species Sepal.Length Sepal.Width Petal.Length Petal.Width
#> 1 setosa 5.006 3.428 1.462 0.246
#> 2 versicolor 5.936 2.770 4.260 1.326
#> 3 virginica 6.588 2.974 5.552 2.026

aggregate(data = diris, cbind(Sepal.Length, Sepal.Width, Petal.Length, Petal.Width) ~ Species, var)

#> Species Sepal.Length Sepal.Width Petal.Length Petal.Width
#> 1 setosa 0.1242490 0.14368980 0.03015918 0.01110612
#> 2 versicolor 0.2664327 0.09846939 0.22081633 0.03910612
#> 3 virginica 0.4043429 0.10400408 0.30458776 0.07543265

14.8.3 RS X PG THE R R

DRI TR R SO AR pR T T SRR IR, BB R B T XA T 4 R (50 DR, 50kh 1 s AT
AR BfERBCR R EEKT

Base R £t binom.test() »RELAI DAEHIT R EAEIXE, BIFTiERY Clopper-Pearson X[, i
prop.test() MAFIUTRIVHAEAFIXE, BIFTIHK Wilson XJH]. PARRFEASEH HLGIAGER: A i o

# UL T At
prop.test(x = 2, n = 10, p = 0.95, conf.level = 0.95, correct = TRUE)

#> Warning in prop.test(x = 2, n = 10, p = 0.95, conf.level = 0.95, correct =

#> TRUE): Chi-squared approximation may be -incorrect

#>

#> 1l-sample proportions test with continuity correction
#>

#> data: 2 out of 10, null probability 0.95

#> X-squared = 103.16, df = 1, p-value < 2.2e-16

#> alternative hypothesis: true p is not equal to 0.95
#> 95 percent confidence 1interval:

#> 0.03542694 0.55781858



#> sample estimates:
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g

#> p
7S 8> 0.2

i\.B’ # R X
\\binom.test(x =2, n =10, p = 0.95, conf.level = 0.95)

© .

#> Exact binomial test

#>

#> data: 2 and 10

#> number of successes = 2, number of trials = 10, p-value = 1.605e-09

#> alternative hypothesis: true probability of success 1is not equal to 0.95
#> 95 percent confidence 1interval:

#> 0.02521073 0.55609546

#> sample estimates:

#> probability of success

#> 0.2

Sk 2 9 BAR KB LS B R RIS EUE AR A R 2L TR R 8l X B RE XA SR 7 kA
PR ORI EE . S P SR AR, B R AR, R AT AR . ARAR
PITE T XA 2 B LAY, B LAY 0001 o ANt R A B ) oA, A X T Ay s e 2
A o X AP R TCIRRE SRR Y AT AL £ DX ) B ) i 2 T A A E Te v A i 58

14.8.4  HULIIGEHR S0 L E Y

PIREAR IR ARk

14.8.4.1 Wilcoxon £5S#:505

5 wilcox.test() MLk AR

signed_rank <- function(x) sign(x) * rank(abs(x))
fit <- Im(signed_rank(extra) ~ group, data = sleep)

summary (fit)

#>

#> Call:

#> Ilm(formula = signed_rank(extra) ~ group, data = sleep)
#>

#> Residuals:

#> Min 1Q Median 3Q Max

#> -14.55 -6.55 0.90 6.90 13.95
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#>

#> Coefficients:

#> Estimate Std. Error t value Pr(>|t])

#> (Intercept) 3.050 2.872 1.062 0.3022

#> group2 8.300 4.061 2.044 0.0559

#> ———

#> Signif. codes: 0 'xxx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1
#>

#> Residual standard error: 9.081 on 18 degrees of freedom

Multiple R-squared: 0.1884, Adjusted R-squared: 0.1433
F-statistic: 4.177 on 1 and 18 DF, p-value: 0.05589

14.8.4.2 Kruskal-Wallis FLRIKLS

5 kruskal.test() ML HFTTIR,

fit <- Im(rank(extra) ~ group, data = sleep)

summary (fit)

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

Call:

Im(formula = rank(extra) ~ group, data = sleep)

Residuals:
Min 1Q Median 3Q Max
-8.450 -3.925 -0.500 5.275 8.950

Coefficients:

Estimate Std. Error t value Pr(>|t]|)
(Intercept) 8.050 1.738 4.633 0.000207 *x*x%
group2 4.900 2.457 1.994 0.061520
Signif. codes: 0 'xxx' 0.001 'x*x' 0.01 'x' 0.05 '.' 0.1
Residual standard error: 5.495 on 18 degrees of freedom

Multiple R-squared: 0.1809, Adjusted R-squared: 0.1354
F-statistic: 3.976 on 1 and 18 DF, p-value: 0.06152

1

1
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%14.8.5 T e g Mk v
s

7 CGHN B A ARE T M ? 2 Fisher fSsaBeit Ay 2007, LB XIRZ IS,

\wmmﬁﬁ%\%ﬂ%%\Kﬂﬂﬁ%i%%%ﬁoﬁﬁﬂ%ﬁwﬁﬁ,i%%ﬁﬁ%k7ﬂ¥é%ﬁ7
NBIAT B, AR, FrDATR AT BT Ty 2L BIREA A RESR I AR A N AR B AL -
HIRMBHRAEAERZ . KRT, BUNYZE AR — RN TR R, SR AR B 22 57
P, TERBWRLAEA R, 505, KB EERR AR, R, i, ) ESA s R, =271
KRS, EREFRER, EERINME. LIS JLP A KT HE— IR SE R E FIMR A ZR, FrIA,
JrIEeS R, YA, AR, EPuE (R, WELRHE (BR), bl
(#3:), FHEZHER, SOEZHAH, X2 A/B LR -5 OME.

M2, Te B, RAEIG— R, IF B XEes, 27T B, AR 4R
LA, REFAEM A/B LR H TR AL R o A WX A2l 55 7 B =Bt/ N LT
Y RN RS R, ORGSR, —WeRRitfz PN RRZ,
X EE R KA, BrpA, BIGERTPASRAG A R i, (U &ARF R, R4, Badple? A
JRRERALAR, WFTE— R R AR T R BRI R 2, Ak, BFICRE R AL & n] DA EE L FE Y 55
LAV

—ANSERERY SR R SR AL PO SR R R . ALV SRR . e Arae . Bl
Bz, eATah. WM E. X2d—DHER, RIS AR R, SRk, s
k. MGG, w kR0, R E RS AL AN EL. SR SCRT DAY 55
T 1 AN BT M 7 = A B

o g5 ARAEHAREE T ], REEOER . WAL SS 1, PR A PR g

o BEPE: BEEBCE. BORA. BRI, BmaE, BiEsdRm e, Bk

o GO BOTSEEITRE, Wi, SR ESE, PR BB XIS A ST T
HEg B et rHAEto A, S ER Al s .

14.9 )5

Lo o3AT LD MRS . 2% 2009 4F A F RT3 WSR-S S — TS R ) 2 A A6
T CZLREEEY i 80 [l 55 40 WKL SO RISV (F3 1Ak 2009).

2. MREERLE chickwts M A IR T O/ NG IR E R . (BRI T 229047)

ggplot(data = chickwts, aes(x = feed, y = weight)) +
geom_boxplot() +
geom_jitter() +

theme_minimal()
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3. MRYEAH S ChickWeight 734 4 FhRET7 2O/ NG IRTEA 0, B/ A B RE T 2
MR A —RE . ENASRRBEA—RE (MEZESR), BRI, Mz kR4

RER, A RREIr X E I .

ggplot(data = ChickWeight, aes(x = Time, y = weight, group = Chick, color = Diet)) +

geom_point() +
geom_line() +
facet_wrap(~Diet) +

theme_minimal()
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15.1 TARE SRS SR

H WP - /KW (Francis Galton, 1822-1911) 25t EEAMIEFER, LHR . B FHGET
FR, GBS MRS RS, BB e P A BG R B . 1885 4R, i ARIDA
PRI T B 730, AR AEHE T 205 R RIA LI 928 DHAFE T Ui S Bl (Galton 1886).

H Hi, Michael Friendly M JE 48 SCHk R 5, Bz 5B 44 o~ GaltonFamilies, JiIE R 1 HistData
(Friendly 2021) Py, FHERZEMMH. MIEIR, T3 15.1 BRREIHERTS NE.

% 151 m/RBEERY 205 R ST B Esids (R

XKy  CRSm BERAR TESs TR Toes Tih TaaE

001 78.5 67.0 75.43 4 1 male 73.2
001 78.5 67.0 75.43 4 2 female 69.2
001 78.5 67.0 75.43 4 3 female 69.0
001 78.5 67.0 75.43 4 4 female 69.0
002 75.5 66.5 73.66 4 1 male 73.5
002 75.5 66.5 73.66 4 2  male 72.5

TP T4, Male F/R B, Female Zon ik, £ 1 SRECKE TR 78.5 Jo5f, BEE S
67.0 B, BA A MHEE T, 159 34, TRHmKIRE 73.2 351, 69.2 J5), 69.0 S Al 69.0
o DITHIY T 2,54 DK, 78.5 SIS T 199.39 MUK, 25T 2 KR E R

F R [rpoR ] R, BDSCRERSF B, A TS S SR S e, TS AR B e 2
Texk, N TIEERIEAG SRl R 225, Lot S IaRiL 1.08.

MRIERAGT I ERM T 22, WA level = 0.95
wILH B A 1.08 J5, PRI LFEA. (Hanley 2004)

heightchildren =a+ /8 * heightmidparent +e

191


https://galton.org/
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% 15.20 T2 B 1) R T B s [l U

el e doESE
male 19.91346 0.7132745
female 19.80016 0.7136104

FUHTE

64 66 68 70 72
REPFEI ST

Kl 15.3: "R AT S oI E ST

[ 32 (L ) B G e L v K 8 S S e e A Y, SRR b, (MR BB 2 B TR A SR A )
AR, HI— A NI E T17KF 32 SR 7K R 5

15.2  pillAs i 9 N SICA G &

AR AR, EA IO PR TR AN 5, 2 — R R R R . SR AR 2 5
— GRS K, FEZEPEIRZ B R AR GERAEE, MR — R, AT 1T
KU, REBIAEIAFAEAN N, T ORI T-ET 1977 4R E N R R ARG T4
IR FTRR, T2 15.3 s R EAIN SR Gt s .
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% 15.3: 1977 AESEE AR KA A MG 8 (#89))

UIES Kkl ANogE Al fi A
Alabama  South 3615 3624 69.05
Alaska West 365 6315 69.31
Arizona West 2212 4530 70.55
Arkansas  South 2110 3378 70.66
California  West 21198 5114 71.71
Colorado ~ West 2541 4884 72.06

EARAETE R PR R Z5H T
str(state_x77)

#> 'data.frame': 50 obs. of 10 variables:

#> $ Population : num 3615 365 2212 2110 21198 ...

#> $ Income : num 3624 6315 4530 3378 5114 ...

#> $ Illiteracy : num 2.1 1.51.8 1.9 1.1 0.7 1.1 0.9 1.3 2 ...

#> S Life Exp : num 69 69.3 70.5 70.7 71.7 ...

#> $ Murder ¢ npum 15.1 11.3 7.8 10.1 10.3 6.8 3.1 6.2 10.7 13.9 ...

#> $ HS Grad : num 41.3 66.7 58.1 39.9 62.6 63.9 56 54.6 52.6 40.6 ...

#> $ Frost ¢ num 20 152 15 65 20 166 139 103 11 60 ...

#> $ Area : num 50708 566432 113417 51945 156361 ...

#> $ state_name : chr '"Alabama" "Alaska" "Arizona" "Arkansas'" ...

#> §$ state_region: Factor w/ 4 levels "Northeast","South",..: 2 4 42 441222 ...

B~ 50 17 10 FURHHE, Hrf, state_name (M4) 2FFFRAR, state_region (XIkkls))
N TR B TIX AL ESL, Population (AN HEE:, Hi: 1000), Income (AIJHCA, HfL:
%7t), Life Exp (FUliAdr, B0 %) SHREMERMALE. T 154 foRT 1977 434N r
WFF AR AR, BB, ATARIAE IS AR A — L R A IE A e, AT AR

i

2%

N T RSB A BIIRLE N T A5 i i, MRS M AU, TR 15.4 JERlE, FEHURSF AEs
Zo BON, N TS MIbIZE S, RSN RIS, AR 2R, &a, NN DB S
BRI/, TN T 15.5 Fsiy 5 28GR E .

AR, UNZF a5 A B B K .

@ ¥R

M 15.5 & 15.6 , =il B2 B Z AR i, A dca L, IS
BEUH—2t, BN ZR AR AR —28, A AR RBP4 TIX AL RN A 4



1 m 196 % 15 F. wjabiax it

1977 FEMEF S AIWRABI X R

[ ]
° [ ]
[ ]
.. L [ ]
i ° b °
72 S . .
—_ ° o [ ]
[ ]
H o
o/
@ . °° *
e d e o o,
= °° ® e °
= 70+ ®° ° e ¢
[ ]
° [ ]
[ ) [ )
[ ]
[ ]
68{ ©® -
3000 4000 5000 6000
AN (ET)

HER: ZEAQBEERS

Bl 15.4: Fi A5 -5 NI O R



1 15.2 FF 5 A¥pAsy X &

1977 EFMMEF G S ATRANR R (57H01E)

Hawaii
Minnesota
[ ]
Utah o
Nebras'ka Kansas North Dakota
Wisconsin
lowa Connecticut
South Dakota .~ Oregon
) ~— Colorado
72 1 Massachusetts . .
California
Idaho Rhode Island
Vermont Washington
J:/H: Oklahoma  New Hampshire
e Texasg Indiana ophio . New Jersey
& Arkans.as Missouri g arizon lorida
HI‘E' Maine - New York
= Montana Michigan
= New Mexico ~ Jennessee Y
L o0 W)_/O ng i [ 4 Maryland
Kentucky Pennsylvania’ Virginia .\ Inois
N Delaware
West Virginia
North Carolina
Nevada Alaska
Alatglma
Louisiana G.eorgia
Mississippi
[ )
68 - o
South Carolina
3000 4000 5000 6000
AN (E5T)

HiER: ZEADRES

Pl 15.5: 7 MU T 75 dir- 5 AUt

197

X x5
Northeast

® South

® North Central

West



1 198 % 15 &.

1977 EZMMEAF G5 ATRANX R
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N B R i A R . IR SR A2 I P T B BN A IS A 42565 —, M0 75 i (81
We? [RERT, WA NI ABAME, (B a2 EAKTE?

m <- lm(data = state_x77, "Life Exp  ~ Income)

summary (m)

#>

#> Call:

#> Im(formula = "Life Exp  ~ Income, data = state_x77)
#>

#> Residuals:

#> Min 1Q Median 3Q Max

#> -2.96547 -0.76381 -0.03428 0.92876 2.32951

#>

#> Coefficients:

#> Estimate Std. Error t value Pr(>|t]|)
#> (Intercept) 6.758e+01 1.328e+00 50.906 <2e-16 *x*

#> Income 7.433e-04 2.965e-04 2.507 0.0156 *

#> ——-—

#> Signif. codes: 0 '*x*xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
#>

#> Residual standard error: 1.275 on 48 degrees of freedom
#> Multiple R-squared: ©0.1158, Adjusted R-squared: 0.09735
#> F-statistic: 6.285 on 1 and 48 DF, p-value: 0.01562

g RPN ERITE AR & RIES LM, )2 Variance, {2 Deviance/Bias. #% Residual

Error

15.3  Srprsg M A e S5t ] i D =

BEBER IR A2 AR R B R
hospital_waiting_time <- readRDS(file = "data/hospital_waiting_time.rds")

str(hospital_waiting_time)

#> 'data.frame': 2625 obs. of 11 variables:

#> 0 E4EW T num .2 206 8.92.97.92.82.75 ...
# s IR : dint 4313110362 ...

# S FIRER : dint 11111111 ...

#> ¢ FFERLAHH: int
#> 5 MAl :int

33333333...

© W KB N ok
® W KB N B

111106111...
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A
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\%

$ Fi

$ NIRRmAaK:

$ Nt E &
$ kAl
$ NI E
$ EA

: int

. dint
: int
: int

:int

42 32
311
111
222
111
222

59 9 45
3334
1111
2222
1111
2242

% 15 F. waSmx o

73 50 25 14 20 ...
123 ...
111...
222 ...
111...
244 ...

15.4 )5

L R BN EREIRSE esoph 22—y TR EJHI-4ERIM L X BB R, 3 IRGE X Kt
DEFSAFRE AL, SR o Rt PRSI B i (e H Wil RE) AR EETERY KA
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BT B Pr

R LA SRR QA AAAZ ]

HUE A R i ROLARRE, Y 5061

ST B R B B 5 3

FEBIFIE, AR, SAESRER R A2, AR
e TS dx2x2x2 W YER RPN BR T

AN

library (MASS)

TR, @R, Mg — Ay, . BEAdE, AL, SR
Blls, 7> AN ZHER TS DL

16.1 LRI

16.1.1  PpEACK: S

FE BRI R AL prop. test () Rl LB @45 T 4 MH . JOREAT) L B o 46 5 v L B IX ) il 41 5
Wilson X[alffi7t (Wilson 1927) 2450 . KT S BRI @A 5% KRR, AT 3516 e fiiy
11 AP T R L (Newcombe 1998).

16.1.1.1 IS
16.1.1.2 KEH0

B binom. test() AL IR, R binom. test() JMABAALE R I IR p A R
po MIXF, JETHH (Clopper fil Pearson 1934),
W p R, 5 n SOHSERB, FEAS Xy, X, ~ b(1L,p), BEPRR AR EUE S0, X

201
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# EP— AR

> set.seed(20232023)
’
x <- sample(x = c(0, 1), size = 100, replace = TRUE, prob = c(0.8, 0.2))

/
\ IR R AR

<:::> binom.test(sum(x), n = 100, p = 0.5)
#>

#> Exact binomial test

#>

#> data: sum(x) and 100

#> number of successes = 23, number of trials = 100, p-value = 5.514e-08
#> alternative hypothesis: true probability of success is not equal to 0.5
#> 95 percent confidence 1interval:

#> 0.1517316 0.3248587

#> sample estimates:

#> probability of success

#> 0.23

R M p BT 0.5, P {H 5.514 x 107° Z5ig @040 e ik
binom.test(sum(x), n = 100, p = 0.2)

#>

#> Exact binomial test

#>

#> data: sum(x) and 100

#> number of successes = 23, number of trials = 100, p-value = 0.4534

#> alternative hypothesis: true probability of success 1is not equal to 0.2
#> 95 percent confidence dinterval:

#> 0.1517316 0.3248587

#> sample estimates:

#> probability of success

#> 0.23

KA p REST 02, P (1 04534 S A RENTAI L

PILE RAS%S (Chebyshev, 1821-1894) . BFHHLAR & X (EAII BT 2280074, WIXHE R E 2L
e>0,

P(X — BX| > ) < V)
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16.1.2  PWEEACKS LS

KT PIREAS ) HE AP 30 17

Hy:Py=Pg wvs. H;:Py>Pgp
Hy:Py=Pp wvs. H{:Py<Pp
Hy BOrmIEOR, BEREAFEASR B A — Bk
HeBIAG S R %L prop. test () FRAGIGHIZHEL 2 4H — WA il (Lel) RaAmaE.
R R X IRANSECH p B350 10 b(n,p), Y IRINSECH 0 1 305315 b(m, 0), m,n HAREN

R IERERY, A T )
HO:PAZPB vSs. H12PA<PB

R H OB R B

X-Y
p(1—p) + 0(1-0)

n m

SERRAFRIEERS 31T N(0,1) MR X FY 505K SH p 0, sttt &

B X-v

B \/)‘((17)‘() L Ya-7)

R4 Slutsky R, RIngit& T ERMFRIEERS 0, 24 T Wk, 548 Hoo % ERIRBET
2 on,m WK, “IAMRESR, RE@rgitR, FIRRE RSk BRI I is 20
FHE, fRifEg1T!

M op A0 FRELRDN, BRI ERIECRAGE, JERAET A OB E BN X Y (IR SRk
ARG, siE R SE X - Y W, BEm T 00 HEAGE, 1 H2Y p, 0 R8T 1w, Bk
E SRy

NGRS IS, IR H A IR AR BIIER A e (REFREE 2011),

T A B ) SR T

T

51K
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rmeaa Slutsky 5 HURH OBBEIITA, X /Y JERIRAIER S N (1, 20)
—\%éﬁ <T*11>/a (KA Ho, WRFHMERTEIE N (0,62) AEFITEEE], 67 it =8 fflit, Hak
=L Lgmet=5r 4
Z\Z\E\\ FHE 2T S, BTLE 0 B, WREF2E80R, JRT 200 X — Y 752680 M A
Q) p.60 L 1 B, RATBURRL

SR T e, 24 T ki, 48 Hoo

16.1.3  ZFEARS
16.1.3.1  LLBIFFHERS:

XoF 2 AR Y L BIR BG:, mT AR R EE B S MR 36

16.1.3.2  LLBiIAEES

LB S5 A6 0 R L prop. trend. test () WY PUANEHE BTG A IR B FE L@ AH 1Y o AR
VA~ LA T -

Hy:PL=FP,=P;=PF,

H :P<P,<Ps<P,B#EP >P,>P;> P,
smokers <- c(83, 90, 129, 70)
patients <- c(86, 93, 136, 82)

prop.test(smokers, patients)

#>

#> 4-sample test for equality of proportions without continuity correction
#>

#> data: smokers out of patients

#> X-squared = 12.6, df = 3, p-value = 0.005585

#> alternative hypothesis: two.sided

#> sample estimates:

#> prop 1 prop 2 prop 3 prop 4

#> 0.9651163 0.9677419 0.9485294 0.8536585

prop.trend.test(smokers, patients)
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16.2 JAMEEE

#>

#> Chi-squared Test for Trend in Proportions
#>

#> data: smokers out of patients ,

#> wusing scores: 1 2 3 4

#> X-squared = 8.2249, df = 1, p-value = 0.004132

16.2  HfakSs
IR 2 1837 4F VAR ML (Poisson, 1781-1840) Bk«

() = A\ exi)!(—/\)

AR 22802 N, — 2SR A > 0,

z=0,1,--.

16.2.1 fpEA

poisson.test() JHMMMHRISEL A HIASHAARES, & M T B RIPTREA .

poisson.test(x,
T=1,r =1,
alternative = c("two.sided", "less", "greater"),

conf.level = 0.95

)
ZHT BRI [R] AL
16.2.2  WiEA

16.3 SN A

ZRIM e T BTG, Titanic £
Titanic

#> , , Age = Child, Survived = No
#>

#> Sex

#> Class Male Female

#> 1st 0 0

#> 2nd 0 0

205
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#> 3rd 35 17
m #> Crew 0] 0
TS 8

s #> 5, Age = Adult, Survived = No
A\ #>
@ #> Sex

#> Class Male Female

#> 1st 118 4
#> 2nd 154 13
#> 3rd 387 89
#> Crew 670 3
#>

#> , , Age = Child, Survived = Yes
#>
#> Sex

#> Class Male Female

#> 1st 5 1
#> 2nd 11 13
#> 3rd 13 14
#> Crew (0] 0
#>

#> , , Age = Adult, Survived = Yes
#>

#> Sex

#> Class Male Female

#> 1st 57 140

#> 2nd 14 80
#> 3rd 75 76
#> Crew 192 20

16.3.1  fi4lsredl k%

# KA A TR

titanic_data <- reshape(
data = as.data.frame(Titanic), direction = "wide",
idvar = c("Class", "Sex", "Age"),

timevar = "Survived", v.names = "Freq", sep = "_"
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2% 16.1: R WS REEAFILT- ST EdE

fifsfe P it A FETH
1st Male Child 0 5
2nd Male Child 0 11
3rd Male Child 35 13
Crew Male Child 0 0
1st Female Child
2nd Female Child 0 13
3rd Female Child 17 14
Crew Female Child 0 0
1st Male Adult 118 57
2nd Male Adult 154 14
3rd Male Adult 387 75
Crew Male Adult 670 192
1st Female Adult 4 140
2nd Female Adult 13 80
3rd Female Adult 89 76
Crew Female Adult 3 20
# W R

gt::gt(titanic_data) |>
gt::cols_label(
Freq_Yes = "HJWE",
Freq_No = "Z T ",

Class = "#:g",
Sex = |l;]~i5]\l u,
Age = |lj'?ﬁ']/~?\ll

16.3.2  pisr LEdERRE

B TSR LREREALATAE . A, AFRRITAE SO )Z, gestats 2 7 HOREARAE I g
TN I -
library(ggplot2)

library(ggstats)
ggplot(as.data.frame(Titanic)) +


https://github.com/larmarange/ggstats/

208 %16 . s REIEG S

aes(x = Class, fill = Survived, weight = Freq, by = Class) +
geom_bar (position = "fill") +
scale_y_continuous(labels = scales::label_percent()) +

geom_text(stat = "prop", position = position_fill(.5)) +

facet_grid(~Sex) +

O M =

labs(x = nﬁgﬁﬁ.u ,y =" l:t/% "ol = u;r‘_t)zi.é—n)
Male Female
100% -
75% -
=&
=
50% - No
5 sow I
Yes
25% -
0% -
1st 2nd 3rd Crew 1st 2nd 3rd Crew
a8
JiEpic

Bl 16.1: P17y HOERREIE 1 Ji s 22 48 73 Bt

ggstats fIRALAYKE stat_prop() & stat_count() HJZEF, as.data.frame(Titanic) 1 Age —7%
£ HEERAN? by = Class # Class /M #HE A, Gt Survived WA, $E4E prop TS &, £id%
geom_text () PAUSHIERE, position B EFFHREHMAEA: 1 [A]

16.3.3 FRILH

H ggalluvial {0 (Brunson 2020) 2 il &I Kl @i~ 2 4k 7 25508

library(ggplot2)
library(ggalluvial)


https://github.com/corybrunson/ggalluvial/

\ \\/\ 16.3  FIEk R A4k 209

ggplot(
m‘ Z data = as.data.frame(Titanic),

> aes(axisl = Class, axis2 = Sex, axis3 = Age, y = Freq)

/ )+
‘\ scale_x_discrete(limits = c("Class", "Sex", "Age")) +

geom_alluvium(aes(fill = Survived)) +
geom_stratum() +
geom_text(stat = "stratum", aes(label = after_stat(stratum))) +
theme_classic() +
labs(
x = "SREE", y = "AK", fill = "FE",
title = "RER T FTALMREL B FIL"

)
RIEERSALNEES I
Child
2000 - 1st
2nd
1500 -
Male ‘
> =iE
%3 No
\ Adult
1000 - \ v
\
500 4
Crew \
Female
O -
Cléss S'ex Aée
NEHE

Al 16.2: S8 & o 22 47y AN
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16.3.4 H3Evil
IEL

i‘\, op <- par(mar = c(2.5, 2.5, 1.5, 0.5))
mosaicplot(~ Class + Sex + Age + Survived,
:ﬁE\ data = Titanic, # shade = TRUE,
color = TRUE, border = "white",

xlab = uﬁ}l}%n, ylab = "‘L&L;JIJH, main = ||Z§£E}E%n)

par (op)
=
FIBERS
hild
sh
3
=3
>
oR
H
o.
4
o
g .,
g8

TRRE
&l 16.3: Eh3E v K i 22 4 JER

ved AUE N BRI TR Z LTI ATRE AR, WE TRZEIREMERKEL, 7E Base R 23 & LA
L, BETHZ5 0 NEE, T DR IEHESE (Meyer, Zeileis, il Hornik 2006; Zeileis,
Meyer, #l Hornik 2007), #2403 I3 1E (Discrete Data Analysis with R: Visualization and Modeling
Techniques for Categorical and Count Data) M HftH7#) R 4 vedExtra(Friendly £l Meyer 2016).

library(grid)
library(vcd)

mosaic(~ Class + Sex + Age + Survived,


https://cran.r-project.org/package=vcd
https://github.com/friendly/vcdExtra
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data = Titanic, shade = TRUE, legend = TRUE

Sex
Male Female o
o o E
= ®) Pearson
2 > residuals:
ie]
< 26
o
o [e) =
e Q
c =)
N o
NI -
i)
w2 -
@ & 25
o <<
4
i) 2
) 0
-2
-4
= =
2 3
© <
-11
p-value =
< 2.22e-16
No Yes Nes

Survived

&l 16.4: Eh3 v Ji s 22 47 JER

16.4 Ao br

ST M AR I B SER I AE B 287 I8 Nz M H I AIVE I &7 e andRey B @ ks i . —
FPRIF A,
SRR RN Z W01, TSI ERLS, AR LR LA

1. FHE M7 Mutual independence fTEZEZ BTN, X LY 1L Z,

2. P& L Joint independence PR RIS 55 =AM EMS, XY L Z

3. Prpks7. Marginal independence 4 Z20& 55 —ANAS B, IS B2 ML . BB R4

4. 44057, Conditional independence 4[] g 55 =M &R, WA EZMA, X LY|Z,
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# 16.2: % BLRIN B YIRS R

sl
ik EIN I 5
HA HA 19 132
BN HA 11 52
HA B 0 9
LN YN 6 97

AIATEHEHRK HEFAE €An Introduction to Categorical Data Analysis) (Agresti 2007) (% 2 &>/ 2.33,
PR 1976-1977 473 [E 4k % BLIN N B X R 204 R gl 45 5k (0 RN BE R B ) 6 2R o

16.4.1 AT AR

B /R R K (Pearson’s x* #3%) chisq.test() ¥ M TSI LA I A1 5 22 70 BT AL 40 A5
LR . R4 2 x 2 fSIHE.

% 16.3: RIS

g5 H£5 AHit
T a b a+b
T ¢ d c+d
&t a+c b+d a+b+c+d

# Death ZLJ| 5 Defend (4 ) M LM I
m <- xtabs(Freq ~ Death + Defend, data = ethnicity)

m

#> Defend

#> Death H A ZA
#> Yes 19 17
#> No 141 149

chisq.test(m, correct = TRUE)

#>

#> Pearson's Chi-squared test with Yates' continuity correction
#>

#> data: m

#> X-squared = 0.086343, df = 1, p-value = 0.7689
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chisqg.test(m, correct = FALSE)

#>

#> Pearson's Chi-squared test

#>

#> data: m

#> X-squared = 0.22145, df = 1, p-value = 0.6379

Bt e N, U 19 A, o5 SAYSERH AR 19/36 = 52.78%, B2 IR, SEIRH
P17 A, S RPBER AR 17/36 = 47.22%. FIREERSPEFREE BE LR, BEEA (2
FN) MERA KRN, RS TE.

# Death ZLF 5 victim (JE%) Jsr Bt
m <- xtabs(Freq ~ Death + Victim, data = ethnicity)
chisq.test(m, correct = TRUE)

#>

#> Pearson's Chi-squared test with Yates' continuity correction
#>

#> data: m

#> X-squared = 4.7678, df = 1, p-value = 0.029

chisq.test(m, correct = FALSE)

#>

#> Pearson's Chi-squared test

#>

#> data: m

#> X-squared = 5.6149, df = 1, p-value = 0.01781

L2 FENGREANRE, SEIRAE 30 4>, L ERSERIIRECRRY 30/36 = 83.33%, HZHAREARS, L
TR 6 A, ST ACR ) 6/36 = 16.67%. 2 NREAR, SURPARHEZ TR

ZYEDIIRE

m <- xtabs(Freq ~ Death + Defend + Victim, data = ethnicity)

m

#> , , Victim = AA
#>

#> Defend

#> Death HA EA
#> Yes 19 11
#> No 132 52
#>

#> , , Victim = B A
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#>
L\TL #> Defend
77> #> Death HA ZA

/ #> Yes (0] 6

\#> No 9 97

Q) b, Wi, FFIE =% BAFIERAMOE, %I (Victim, Death) 2755 Defend i
37, (Victim, Defend) J2755 Death Jiivz., (Death, Defend) 5 Victim 27540 H M o

fm <- loglin(table = m, margin = list(c(1, 2), c(1, 3), c(2, 3)), print = FALSE)
fm

#> Slrt

#> [1] 0.7007504

#>

#> $pearson

#> [1] 0.3751739

#>

#> $df

#> [1] 1

#>

#> Smargin

#> $margin[[1]]

#> [1] "Death" "Defend"
#>

#> Smargin[[2]]

#> [1] "Death" "Victim"
#>

#> Smargin[[3]]

#> [1] "Defend" "Victim"

# P XA AR A
# fm <- loglin(m, list(c(1l), c(2), c(3)))
# fm

ISR S B 48 115 (Likelihood Ratio Test statistic), iz /R x2 GiiT & (Pearson X-square Test statistic)
1 - pchisq(fm$lrt, fms$df)

#> [1] 0.4025317

LB R B AR A

fit_dvp <- glm(Freq ~ ., data = ethnicity, family = poisson(link = "log"))

AU
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summary (fit_dvp)

#> Call:
#> glm(formula = Freq ~ ., family = poisson(link = "log"), data = ethnicity)

#> Coefficients:

#> Estimate Std. Error z value Pr(>|z]|)

#> (Intercept) 2.45087 0.18046 13.582 < 2e-16 **%x

#> DeathNo 2.08636 0.17671 11.807 < 2e-16 **%

#> Defend Z A 0.03681 0.11079 0.332 0.74

#> VictimZ A -0.64748 0.11662 -5.552 2.83e-08 *x*xx*

#> —-—-

#> Signif. codes: 0 '**xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
#>

#> (Dispersion parameter for poisson family taken to be 1)

#> Null deviance: 395.92 on 7 degrees of freedom
#> Residual deviance: 137.93 on 4 degrees of freedom

#> AIC: 181.61

#> Number of Fisher Scoring -iterations: 5
Pearson x? 41l

sum(residuals(fit_dvp, type = "pearson'")"2)
#> [1] 122.3975

MASS Wit RIS B AR XA
confint(fit_dvp, trace = FALSE)

#> 2.5 % 97.5 %
#> (Intercept) 2.0802598 2.7893934
#> DeathNo 1.7546021 2.4493677
#> DefendZ A -0.1803969 0.2543149
#> Victim®E A -0.8790491 -0.4213701

XFFEATOAR SR /N T 40 B0 T /T L, § RN S Rk (Fisher 's Exact #25%).

16.4.2  Jpsplr Pk

e /KRS BEAFRITEOLE , RIHERAT RIS Z B RS fisher.test() o



\ \4 216 %16 F. HRFE M

fisher.test() AL, SiitEMAARX, &HEEMEM, MSE .
-,—\t #H45/K (Sir Ronald Fisher, 1890.2 — 1962.7)" Fl—{ L4, Lo Ui BEM W34S R A FIAS B BT .
/4
g Tisher.test() EPXPTHECEAE, KIS e A T RN B () ST

\\TeaTasting <- matrix(c(3, 1, 1, 3),
@ nrow = 2,
dimnames = 1list(
Guess = c("Milk", "Tea"),

Truth = c("Milk", "Tea")

)
TeaTasting
#> Truth

#> Guess Milk Tea
#> Milk 3 1

#> Tea 1 3

# B P

fisher.test(TeaTasting, alternative = "greater")
#>

#> Fisher's Exact Test for Count Data

#>

#> data: TeaTasting

#> p-value = 0.2429

#> alternative hypothesis: true odds ratio is greater than 1
#> 95 percent confidence dinterval:

#> 0.3135693 Inf

#> sample estimates:

#> odds ratio

#> 6.408309

# Wi P &

fisher.test(TeaTasting, alternative = "two.sided")

#>

#> Fisher's Exact Test for Count Data
#>

#> data: TeaTasting

#> p-value = 0.4857

#> alternative hypothesis: true odds ratio is not equal to 1

Thttps://en.wikipedia.org/wiki/Ronald_ Fisher


https://en.wikipedia.org/wiki/Ronald_Fisher

O M =

16.4  ZIIRE 7

#> 95 percent confidence 1interval:
#> 0.2117329 621.9337505

#> sample estimates:

#> odds ratio

#> 6.408309

# B P fH

sum(dhyper(x = c(3, 4), m = 4, n = 4, k = 4))

#> [1] 0.2428571

16.4.3 X FrPE

217

AT IR McNemar K77 #54%: (McNemar x* Kp8%) A3 — ZES R AT R 51 )X F 1

mcnemar . test (). [EABMERIFRIE? HIGZ AL A BB,

Performance <- matrix(c(794, 86, 150, 570),
nrow = 2,

dimnames = 1list(

"1st Survey" = c("Approve", "Disapprove"),
"2nd Survey" = c("Approve", "Disapprove")
)
)
Performance
#> 2nd Survey

#> 1st Survey Approve Disapprove
#>  Approve 794 150
#> Disapprove 86 570

mcnemar.test (Performance)

#>

#> McNemar's Chi-squared test with continuity correction
#>

#> data: Performance

#> McNemar's chi-squared = 16.818, df = 1, p-value = 4.115e-05

16.4.4  ZAFphr Pk

AT 1208 dEK) Cochran-Mantel-Haenszel R kuS:: Wi (3) BB, BiE

AEAE=ZAHZWARZHAERH . Cochran-Mantel-Haenszel £:4; mantelhaen. test()

str (UCBAdmissions)
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#> 'table' num [1:2, 1:2, 1:6] 512 313 89 19 353 207 17 8 120 205 ...

o #> - attr(x, "dimnames")=List of 3
#> ..$ Admit : chr [1:2] "Admitted" "Rejected"
,'#> ..$ Gender: chr [1:2] "Male" "Female"
\\#> ..$ Dept : chr [1:6] "A" "B" "C" "D"

UCBAdmissions a2 —1> 2 x 2 x 6 [ =45 H63R, R1EF & table RAIR/R . SLP5 L, table 2
B4 B array ZUHIEAY, 43 ucBAdmissions MAE—NEAHERAERT, 1. 2, 3 73 5I52/R Admit, Gender,
Dept =A4EEE

mantelhaen.test (UCBAdmissions)

#>

#> Mantel-Haenszel chi-squared test with continuity correction

#>

#> data: UCBAdmissions

#> Mantel-Haenszel X-squared = 1.4269, df = 1, p-value = 0.2323

#> alternative hypothesis: true common odds ratio is not equal to 1
#> 95 percent confidence dinterval:

#> 0.7719074 1.0603298

#> sample estimates:

#> common odds ratio

#> 0.9046968
BOAUEIR I e R S AR GG . RS EBE R IIHOL T, R sk IR A B8 K & .

# ARSI
apply (UCBAdmissions, 3, function(x) (x[1, 1] * x[2, 2]) / (x[1, 2] * x[2, 1]1))

#> A B C D E F
#> 0.3492120 0.8025007 1.1330596 0.9212838 1.2216312 0.8278727

woolf <- function(x) {
X <-x+1/ 2
k <= dim(x)[3]
or <- apply(x, 3, function(x) (x[1, 1] * x[2, 2]) / (x[1, 2] * x[2, 1]))
w <- apply(x, 3, function(x) 1 / sum(1l / x))
1 - pchisq(sum(w *x (log(or) - weighted.mean(log(or), w))"2), k - 1)
}
woolf (UCBAdmissions)

#> [1] 0.0034272
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% 16.4: AR TR 73 B SRR B
SRHL R

S Tk 2k Tk ok
A 512 89 313 19
B 353 17 207 8
C 120 202 205 391
D 138 131 279 244
D 53 94 138 299
F 22 24 351 317

16.5 A yE Ao B sk U DL

1973 AEIIMMATERI AL 6 oK BE R R SRR BLIL T 2 16.4 , HF5E H b N A s Rl 7 MAesf A 5

BT AR R A B L

DS FE eI P 16.5 W] DA I B A A A E I 56 AR
ORI TERM T, EoE, MR G AR, A

m <- xtabs(Freq ~ Gender + Admit, data = as.data.frame(UCBAdmissions))

m

#> Admit

#> Gender Admitted Rejected
#> Male 1198 1493
#> Female 557 1278

AIDAE R, R IMAMA s R R o, O 557/ (557 + 1278) = 30.35% s T, 2B A A
1198/(1198 + 1493) = 44.52% HISRHCE. HdE /R x> K

# N ER R AR IE

chisqg.test(m, correct = FALSE)

#>

#> Pearson's Chi-squared test

#>

#> data: m

#> X-squared = 92.205, df = 1, p-value < 2.2e-16

AT X G RAOEDY 92.205 H P /T 0.05, ZRIAFIGREN, ARRHLHE R SE.
BE, A SR AR A SR T AR P AFAEE BB . SR, 4 FRATAN 2 B4 Be R A B KR
GRIONEC/ i AR, S8R ERBER A BSREGRY 64.41%, BiR B AYRIUCRN 63.24%, MUK,
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Admitted Rejected
Male Female Male Female

< _
m

K&

\

0
| -
[a)
. -
w

&l 16.5: FnHHE a5 e 2 SR U D
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FhEARE LT

proportions(xtabs(Freq ~ Dept + Admit,
data = as.data.frame(UCBAdmissions)

), margin = 1)

#> Admit

#> Dept Admitted Rejected

#> A 0.64415863 0.35584137

#> B 0.63247863 0.36752137

#> C 0.35076253 0.64923747

#> D 0.33964646 0.66035354

#> E 0.25171233 0.74828767

#> F 0.06442577 0.93557423

Dept: A Dept: B Dept: C
Gender: Male Gender: Male Gender: Male
© e] e) e) ° e]
Q [0] (0] [0] (0] (O]
E o = o E ©
IS QL E L E Q0
e (] o] [7) e} [0}
< @ < @ < 24
I € E E E €
e} e] e) e] he) ©
< < < < < <
202 391
Gender: Female Gender: Female Gender: Female
Dept: D Dept: E Dept: F
Gender: Male Gender: Male Gender: Male
© e] e) ie) ° ]
] L 2 gL 9 e
k= (8] = (8] k= (8]
S Q£ R Q9
e [0 o] [7) e} [0}
< @ < o < a4
I= € E E E €
© e] e] © k=] e]
< < < < < <
131 244 94 299 24 317
Gender: Female Gender: Female Gender: Female

el 16.6: JNAFISER] 53545 e A s U
MEABER, BMERURE ks, KIRA A R, LAERBENERBH G R EE, HE
AWZEFMARE . FERFCEX LI T, e REBARR R, HHAiEE.
# LA RAY

ma <- xtabs(Freq ~ Gender + Admit,
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/,\: )

2

subset = Dept == "

All’

data = as.data.frame(UCBAdmissions)

/ chisq.test(ma, correct =

\

FALSE)

#>
@ #> Pearson's Chi-squared test
#>

#>
#>

data: ma

X-squared = 17.248, df = 1, p-value

3.28e-05

16 F. 2 RBIEHHHT

NTE—LU IR, B AR MR AR AR, (A5 — PR BREb-R 7 686 AT DA
WM A ERE, A ENERAE —FRRFIR I SCRIERAY, X TR L.

fit_ucb0® <- glm(Freq ~ Dept + Admit + Gender,

)

Su

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

family = poisson(link = "log"),

data = as.data.frame(UCBAdmissions)

mmary (fit_ucbo)

glm(formula = Freq ~ Dept + Admit + Gender, family

data = as.data.frame(UCBAdmissions))

Estimate Std.

Call:
Coefficients:
(Intercept) 5.
DeptB -0.
DeptC -0.
DeptD -0.
DeptE -0.
DeptF -0.
AdmitRejected 0.

GenderFemale -0.

Signif. codes: ©

(Dispersion parameter for

Null deviance

Residual deviance

37111
46679
01621
16384
46850
26752
45674
38287

U kok ok

: 265
: 209

Error z value

0.03964 135.498
0.05274 -8.852
0.04649 -0.349
0.04832 -3.391
0.05276 -8.879
0.04972 -5.380
0.03051 14.972
0.03027 -12.647
' 0.001 'xx' 0.01

Pr(>|z])
< 2e-16
< 2e-16

0.727355

0.000696
< 2e-16

7.44e-08
< 2e-16
< 2e-16

'x' 0.05 '.

= poisson(link = "log"),

* k%

* k%

*k*
* k%
* %%
* % *

*k*

poisson family taken to be 1)

0.1 on 23 degrees of freedom

7.7 on 16 degrees of freedom
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#> AIC: 2272.7
#>

#> Number of Fisher Scoring diterations: 5

AP RIRIBE R HREV G, SRR AIC TH—F%, BB B 2 B E ), B
LRI BB 28 2 1A F7AE AR B 98 Y K

fit_ucbl <- glm(Freq ~ Dept + Admit + Gender + Dept * Gender,
family = poisson(link = "log"),
data = as.data.frame(UCBAdmissions)

)
summary (fit_ucbl)

#>

#> Call:

#> glm(formula = Freq ~ Dept + Admit + Gender + Dept * Gender, family = poisson(link = "log"),
#> data = as.data.frame(UCBAdmissions))

#>

#> Coefficients:

#> Estimate Std. Error z value Pr(>|z]|)

#> (Intercept) 5.76801 0.03951 145.992 < 2e-16 **x%
#> DeptB -0.38745 0.05475 -7.076 1.48e-12 **x%x
#> DeptC -0.93156 0.06549 -14.224 < 2e-16 **%
#> DeptD -0.68230 0.06008 -11.356 < 2e-16 **x%
#> DeptE -1.46311 0.08030 -18.221 < 2e-16 **x%
#> DeptF -0.79380 0.06239 -12.722 < 2e-16 **x%x
#> AdmitRejected 0.45674 0.03051 14.972 < 2e-16 **x%
#> GenderFemale -2.03325 0.10233 -19.870 < 2e-16 ***
#> DeptB:GenderFemale -1.07581 0.22860 -4.706 2.52e-06 *x*
#> DeptC:GenderFemale 2.63462 0.12343 21.345 < 2e-16 x**
#> DeptD:GenderFemale 1.92709 0.12464 15.461 < 2e-16 **x*
#> DeptE:GenderFemale 2.75479 0.13510 20.391 < 2e-16 **x*
#> DeptF:GenderFemale 1.94356 0.12683 15.325 < 2e-16 *x*
#> ——-

#> Signif. codes: 0 'x*xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
#>

#> (Dispersion parameter for poisson family taken to be 1)
#>

#> Null deviance: 2650.10 on 23 degrees of freedom
#> Residual deviance: 877.06 on 11 degrees of freedom

#> AIC: 1062.1
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#>

it

V3 #> Number of Fisher Scoring -iterations: 5

Ve
i\’%%%ﬁﬁ%%%%%ﬁ%ﬁ%@ﬁ?$%%W$ﬁ%%%,ﬁ%i@ﬁ?$%%ﬂ$%%ﬁ§,?%
j$ﬂ{@ﬁ%%L,%%%%W@E%g?ﬁioi?ﬁﬁﬁﬁi%@ﬁ?$%%@%%%%§?ﬁﬂ%?%
\ﬁﬁﬂﬁﬁ%wg,%iﬁ%@@?ﬁE%$%ﬁﬂﬁ%ﬁ%ﬁ%%ﬁﬁ?ﬁﬁ%%é%ﬁ%T%,E
(O) Z i W3k Bickel, Hammel, /il O’Connell (1975)

@ ¥R
X R B R Eh X SRSt
sum(residuals(fit_ucbl, type = "pearson")"2)

#> [1] 797.7045

e 2N LR A SUR, BT HE AIC, 0] ABEMERIR, Bl 7TAE SR
I FBE R BN G, RERRIE I T — 1% .

# AR

logLik(fit_ucho)

#> 'log Lik.' -1128.365 (df=8)

# AN B

logLik(fit_uchl)

#> 'log Lik.' -518.0581 (df=13)

16.6 syrPrEM)evi 'SR % - AF %

ST RN R R

B T GRS A I ) BE T T A GE B AR 1 £ B2 A BT XA 4R R B S, stk FRATATRA
B BRI AN LR [ A BE AR, X0 S % i 4R8I R B EA T IR B AR

Wi N7 e T HPIRAS , AFifib 2 dET=, titanic data @A Class. P51 Sex FIAF#E Age 73287 E
GiitnodE, G, TR R AR 2 X e AR 1) A

# BALEA

fit_titanic <- glm(cbind(Freq_Yes, Freq_No) ~ Class + Sex + Age,

data = titanic_data, family = binomial(link = "logit")
)

B, AR A
# R

summary (fit_titanic)

#>
#> Call:
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#> glm(formula = cbind(Freq_Yes, Freq_No) ~ Class + Sex + Age, family = binomial(link = "logit"),
#> data = titanic_data)
#>

#> Coefficients:

#> Estimate Std. Error z value Pr(>|z]|)

#> (Intercept) 0.6853 0.2730 2.510 0.0121 *

#> Class2nd -1.0181 0.1960 -5.194 2.05e-07 *x*x*

#> Class3rd -1.7778 0.1716 -10.362 < 2e-16 **xx*

#> ClassCrew -0.8577 0.1573 -5.451 5.00e-08 *xx*

#> SexFemale 2.4201 0.1404 17.236 < 2e-16 *xx%

#> AgeAdult -1.0615 0.2440 -4.350 1.36e-05 *x*x%

#> ——-

#> Signif. codes: 0 '**x' 0.001 'xx' 0.01 'x' 0.605 '.' 0.1 ' ' 1
#>

#> (Dispersion parameter for binomial family taken to be 1)
#>

#> Null deviance: 671.96 on 13 degrees of freedom

#> Residual deviance: 112.57 on 8 degrees of freedom

#> AIC: 171.19

#>

#> Number of Fisher Scoring qiterations: 5
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17.1 = REGE 5k

Gt R — I

17.1.1 Wald &%
17.1.2 Wilks K5

L ELAR L AG S

17.1.3 Rao I

EBEESg iy

17.2 ¢ KR

KRS T REA R 1
power.t.test() THPAEARBMEEAR t IR, SCERIEBOTESE, AR
power.t.test(

n = 100, delta = 2.2,

sd = 1, sig.level = 0.05,

type = "two.sample",

alternative = "two.sided"

226
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1.00 1

—~

/‘:0.75-

|

£

E0.50-

+~

o

|

N

= 0.25 1

0.00 A

#>
#> Two-sample t
#>
#> n =
#> delta =
#> sd =
#> sig.level =
#> power =
#> alternative =
#>

#> NOTE: n is number

1.0 1.5 2.0

B 17.1: ¢ RIS A FIRL

test power calculation

100
2.2

0.05
1
two.sided

in xeachx group

23 17.1: BREL power.t.test() WS ESE X

n A HB AR

delta WIS 2=

sd Wi, BRIAE 1

sig.level BEMEAKF, BIAZ 0.05 (JL5 T B RIEE)

power KB ER (1 - J058 11 KA IRIER)

type t AGIR 2T "two . sample" FHFEA, "one.sample" FAFEAEL "paired" BrX}

EREN
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it 2H HX
,£>S; alternative BB SGAAG LS, BUE N "two.sided" B "one.sided"
/

\\Z§§& n, delta, power, sd fll sig.level WA —AME N NULL, A NULL ISR BEESHEN.

© 4T « BB ERIE
library (pwr)
pwr.t.test(
d=12.2/ 6.4,
n = 100,
sig.level = 0.05,

type = "two.sample",

alternative = "two.sided"
)
#>
#> Two-sample t test power calculation
#>
#> n = 100
#> d = 0.34375
#> sig.level = 0.05
#> power = 0.6768572
#> alternative = two.sided
#>

#> NOTE: n 1is number in *eachx group
sleep Kl B, TR
# AU EHE

aggregate(data = sleep, extra ~ group, FUN = mean)

#> group extra
#> 1 1 0.75
#> 2 2 2.33

# U EAREE

aggregate(data = sleep, extra ~ group, FUN = sd)

#> group extra
#> 1 1 1.789010
#> 2 2 2.002249

# RN E %

power.t.test(
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delta = 2.33 - 0.75, # WHHEz E
sd = (2.002249 + 1.789010) / 2, # Fp/EE
sig.level = 0.05, # B FMAF
type = "two.sample", # Vﬁfiji
power = 0.95, # I Ok F
alternative = "two.sided" # M40 %

)

#>

#> Two-sample t test power calculation

#>

#> n = 38.39795

#> delta = 1.58

#> sd = 1.89563

#> sig.level = 0.05

#> power = 0.95

#> alternative = two.sided

#>

#> NOTE: n 1is number in xeachx group

gAYy, L BNALR Ty O AR I R 2N AR R T R AR EA L . KU BT 39 A
MKpower tUffii1 5 Welch t #5923k

library (MKpower)
power.welch.t.test(

delta = 2.33 - 0.75,

sdl = 2.002249,

sd2 = 1.789010,

sig.level = 0.05,

power = 0.95,

alternative = "two.sided"

)
T2 2 Gt A B e A I RO R MU B R BT

17.3  LeHilks S Ehsk

# power.prop.test()
power.prop.test() THEPHEA EL GRS LR AT RL

VBT AR SR SO RE AR, RIRSELT RO TI AR /5, Koy, S0 AR 9210
A
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# pl >= p2 WIS M Ao XA b
m‘ 2 power.prop.test(
/

> pl = .65, p2 = 0.6, sig.level =

power = 0.90, alternative = "one.sided"
\)
© »

#> Two-sample comparison of proportions power calculation
#>

#> n = 1603.846

#> pl = 0.65

#> p2 = 0.6

#> sig.level = 0.05

#> power = 0.9

#> alternative = one.sided

#>

#> NOTE: n 1is number in *each* group

power.prop.test(

pl = .65, p2 = 0.6, sig.level = .05,

power = 0.90, alternative = "two.sided"
)
#>
#> Two-sample comparison of proportions power calculation
#>
#> n = 1968.064
#> pl = 0.65
#> p2 = 0.6
#> sig.level = 0.05
#> power = 0.9
#> alternative = two.sided
#>

#> NOTE: n 1is number in xeachx group
pwr {3 pwr.2p.test() HEHHL TP power.prop.test() BN TIAE

library (pwr)

B p1 > p2 BRI
# BRI EMAE, 2AKTAANT
pwr.2p.test(

h = ES.h(pl = 0.65, p2 = 0.6),

sig.level = 0.05, power = 0.9, alternative = "greater"
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)

#>

#> Difference of proportion power calculation for binomial distribution (arcsine transformation)
#>

#> h = 0.1033347

#> n = 1604.007

#> sig.level = 0.05

#> power = 0.9

#> alternative = greater

#>

#> NOTE: same sample sizes
CHPIFEAPIREAREASE, 30 H_0: py = ps H_1: py # po IPIRL

pwr.2p2n.test(
h = 0.30, nl = 80, n2 = 245,

sig.level = 0.05, alternative = "greater"
)
#>
#> difference of proportion power calculation for binomial distribution (arcsine transformation)
#>
#> h =0.3
#> nl = 80
#> n2 = 245
#> sig.level = 0.05
#> power = 0.7532924
#> alternative = greater
#>

#> NOTE: different sample sizes

h FORMAFEANZES:, HRASRIDRCE 0.75

17.4  JiZEsr Bt gk

power.anova.test () TIHPAAY EALIN 27 22 0T AR B A Dk

power.anova.test(
groups = 4, # 4 4
between.var = 1, # A FEH 1
within.var = 3, # AR FZEH 3
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power = 0.95

)

/’#>
#>
\\#>

©

#

% 17 #F.

1 - L RHRIEH

Balanced one-way analysis of variance power calculation

4
18.18245
1

3

0.05
0.95

in each group

At o L H 4 18]/ 4P O = e R

#> groups =
#> n =
#> between.var =
#> within.var =
#> sig.level =
#> power =
#>
#> NOTE: n 1is number
library (pwr)
# f
pwr.anova.test(

k = 4,

f = 0.5,

sig.level = 0.05,

power = 0.95

)

#>
#>
#>
#>
#>
#>
#>
#>
#>

#
#
#
#

iR

R BE A AN
B3 AKF
5 5 2K

Balanced one-way analysis of variance power calculation

k
n
£
sig.level

power

4
18.18244
0.5

0.05
0.95

#> NOTE: n 1is number in each group

Yt KBt A
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BRI P

MBI AT SR — AN RGER, 5. Bdd. ieds. F0T. Tl EHEEN AR SZ s | T
ZlEtk. NRREE AL LA e, HA R AN —FARE, Stz , BRI M i) — A ki
PZE TN AEARE , K 5 S o rds . MG IR FORTT RZ M R R IE, #0TE
TRAMZIE . FRFE ML KR RMHAERE, AR AP PR BRI % T AR AR e,
Matrix 1. rsparse fJfil RcppEigen fi (Bates 11 Eddelbuettel 2013) 4%, & X & IZIMAN VI E ) MY
M AER) iz, A ACHER (432 App) . MU AEH] (BRATIESS . k) e (P& L) .
HREE (B R FPERXRME ) P, PR (IoT) . RyeEk (rliss). Hdg
BO(Bdmm g ERE) 4.

AR AT ROE S AR IF L E Z [ PME R R ML . 1 5ekT CRAN (The Comprehensive R Archive
Network) &M R GG R, T R IBESHX R R E AR, DLRARIE TCERE i1
FREIEA RIS, 5, ST RETEYMEM S s Sy, ISR AT AL . A8 SO B B
THA igraph 40, #RAEEIEHRFETTER tidygraph 43, PARFTHALEIEIRER ggraph 4.

18.1 R it IXAgRLEL

M CRAN B/ R AR HIT R FERCERARE H AT R 155 KA

# R ERITH CRAN FE&3h &

Sys.setenv(R_CRAN_WEB = "https://mirrors.tuna.tsinghua.edu.cn/CRAN")
# KRB R A TKE

pdb <- tools::CRAN_package_db()

#2022 48 12 H 31 H, CRAN %7 R 04 18976 4>, CRAN FEAAEARZE4P1Y 2022-12-22 %
2023-01-05,

pdb <- subset(
x = pdb, subset = !duplicated(Package),
select = c("Package", "Maintainer", "Title", "Authors@R", "Date", "Published")

)
P B I R A, AR R, AR 10 ZAEREHT.

234


https://github.com/rexyai/rsparse
https://github.com/igraph/igraph
https://github.com/thomasp85/tidygraph
https://github.com/thomasp85/ggraph
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pdbsdate_diff <- as.integer(as.Date("2022-12-31") - as.Date(pdbS$Published))
R4 %11 H 1 Published #3581 —51 — &A4FEG .
pdbspublished_year <- as.integer(format(as.Date(pdbSPublished), "%Y"))

SNGHAEGTT R R WA, Wil 18.1 R, DA 2020 4ER10, %L 18976 4~ R fu24Hf 2470 > R
AL HT H AR 2020 4F, L 2470 / 18976 = 13.02%. i 1 ENHEHY R 44 8112 4 (44
PRI R ), (5% 8112 / 18976 = 42.75%, 115 2 AENTH R 40 11553 4, 44K 11553
/ 18976 = 60.88% , Xt bl U A #E X & G R .

library(ggplot2)

aggregate(data = pdb, Package ~ published_year, FUN = length) |>
ggplot(aes(x = published_year, y = Package)) +
geom_col(fill = NA, color = "gray20") +
theme_classic() +

coord_cartesian(expand = F) +

labs(x = "#Ff", y = "R AHE")

8000 1

6000 -
@Iliil((
© 4000
o

2000 1

T . I T || ” H T
2008 2012 2016 2020

T
Kl 18.1: CRAN I R A iy s 5 1

#ik 2022-12-31, CRAN | R WZEiHE4 10067 A, Hif 20 N fE 2022 FFH 7 HTH R AIR?
A 4820 Yy, (B 47.96%, R 2022 4F, f 4820 MIFAEEH 1 8112 4 R 1, AIH
B 1.68 4~ R A, T 182 #% R WAMAFMIEITIT KFHLE.

¥ EHEPETE, I-—-NMFXETREL N
extract_maintainer <- function(x) {

x <- gsub(pattern = "<.*?>" ) replacement = "", x = x)
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trimws(x, which = "both", whitespace = "[ \t\r\n]")
T,
Tr> 4 RA 18 NEPFELFHANE ]
/ pdb$Maintainer2 <- extract_maintainer(pdb$Maintainer)
\# AP H LK
@ length(unique(pdb$Maintainer2))

#> [1] 10067

4000 1
e 3000 1
=
I
ék:( 2000 1

1000 A |7

0-— T '| | T H \ T
2008 2012 2016 2020

Fh
Kl 18.2: CRAN _ERYZEF TG BRSO

18.2 R iEGHXIAHE

T RStudio 22&]H MRy tidyverse (Wickham 4% 2019) Fi1 tidymodels (Kuhn #1 Wickham 2020), it
B PR M. BEA T HAS, 0 mir3verse (Lang #1 Schratz 2023). easystats (Liidecke 5% 2022).
strengejacke (Liidecke 2019) A1 DrWhy (Biecek 2023). t0A WHLEALE T I %, W Omegahat, i

0

7

7

HEIBRL A TG, AEIEEKRT, 1 Revolution Analytics. EAIME T R AH BT —Le4H 4,
AW S 4, ATFEFAZIN . WATFEN BRI, TRMIT ZE RN &, Fgdl. H5
HEAL AR -

str_extract <- function(text, pattern, ...) regmatches(text, regexpr(pattern, text, ...))
# %% ORPHANED
pdb <- subset(pdb, subset = Maintainer != "ORPHANED")

# B E &

extract_email_suffix <- function(x) {


https://github.com/tidyverse/tidyverse
https://github.com/tidymodels/tidymodels
https://github.com/mlr-org/mlr3verse
https://github.com/easystats/easystats
https://github.com/strengejacke/strengejacke
https://github.com/ModelOriented/DrWhy
https://github.com/omegahat
https://github.com/RevolutionAnalytics
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x <- str_extract(text = x, pattern = "<.%x2>")
sub(x = x, pattern = ".*x?@(.*?)>", replacement = "\\1")

}

pdb$Email_suffix <- extract_email_suffix(pdb$Maintainer)
ARG RArEE (B R G8EY 2 7)), SENHSHFEN R .

pdb_pkg <- aggregate(
data = pdb, Package ~ Email_suffix, FUN = function(x) { length(unique(x)) }

)

head (pdb_pkg[order (pdb_pkg$Package, decreasing = TRUE), 1, 20)
#> Email_suffix Package
#> 876 gmail.com 6968
#> 2044 rstudio.com 208
#> 979 hotmail.com 185
#> 1825 outlook.com 152
#> 1971 R-project.org 106
#> 2 163.com 94
#> 210 berkeley.edu 91
#> 2559 umich.edu 91
#> 2819 uw. edu 74
#> 1927 protonmail.com 73
#> 2564 umn.edu 69
#> 581 debian.org 68
#> 2951 yahoo.com 68
#> 1828 outlook. fr 63
#> 2212 stanford.edu 58
#> 155 auckland.ac.nz 57
#> 887 gmx.de 55
#> 2911 wisc.edu 55
#> 895 googlemail.com 50
#> 1970 r-project.org 50

AMER, ZOAMTILE:

L #RPFAR S HEBERT . 6968 > R M) gmail MRAEIEWER R 4ES #1175, googlemail.com 243k
PR IR %5 . hotmail.com F outlook.com HRJ& AL AT MBI R 55, outlook.fr (VEE) W2, &
ez Ah, HEBORAHICE R 55 2R 163.com (M%) . protonmail.com il yahoo.com (FEfE)
N

2. WEZHZ. 208 A~ R AR H RStudio AL, XEe4Efr35fi il RStudio A wEIHRALMIHEFE.

3. JFRA 4. R-project.org Fl r-project.org #& R iHFHLAMBK R, AALZUL, RIEFZL
A BB AN ES R AR, 8455 T/RZ R £, debian.org /& Debian HZAER R 7=, #B
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BIFEAHZ (Open Source Org).
% 4. HEHEHHM . berkeley.edu . umich.edu %PA edu g5RHILFE (H) YK, gmx.de, posteo.de ZFPA
de ZERIIERE R, uclac.uk %P4 uk Z5RAMIEEMRY, auckland.ac.nz SEPA nz 5 REAYHT T2
ﬂ'ﬁ( M2, uwaterloo.ca 28D ca 45 RIUINE R,

@ ARG RE B (BRI B 1T7), B8 R BT kE.

pdb_org <- aggregate(

data = pdb, Maintainer2 ~ Email_suffix, FUN = function(x) { length(unique(x)) }
)
head (pdb_org[order (pdb_org$Maintainer2, decreasing = TRUE), ], 20)

#> Email_suffix Maintainer2
#> 876 gmail.com 3800
#> 979 hotmail.com 110
#> 1825 outlook.com 87
#> 2 163.com 57
#> 2559 umich.edu 54
#> 2951 yahoo.com 51
#> 2564 umn.edu 47
#> 1927 protonmail.com 46
#> 2819 uw.edu 46
#> 887 gmx.de 34
#> 210 berkeley.edu 33
#> 2044 rstudio.com 30
#> 895 googlemail.com 28
#> 2212 stanford.edu 27
#> 468 columbia.edu 26
#> 1114 inrae.fr 26
#> 2451 ucl.ac.uk 25
#> 2964 yale.edu 25
#> 635 duke.edu 23
#> 1906 posteo.de 23

AL, AT K 2R T A AR 55 R AR 1 R bk . 3800 AT & 3 (8 >k H AWK gmail.com, 197
AT %R ok B 308k 1Y) hotmail.com BY outlook.com, 57 P& FH M HK AME K 163.com, 51 4>
& FAd % 3 #EE R yahoo.com, 46 & F#i ] k H Proton ] protonmail.com,

TRMIT ZE RIS R WEERMAEE, AW EER A Y, R, 2, K
FeorAt, Rl Hegien B A 50%.
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18.2.1  H[H. FEFIMEKL

1666 P& #H K H LA edu RIERAYHEFE. ML (FBRRF) KH R G REHIRNT:
sum(pdb_orgl[grepl(pattern = "edus$", x = pdb_org$Email_suffix), "Maintainer2"])
#> [1] 1666

pdb_org_edu <- pdb_orgl[grepl(pattern = "edu$", x = pdb_org$Email_suffix), ]
pdb_org_edulorder (pdb_org_edus$Maintainer2, decreasing = TRUE), ] |> head(20)

#> Email_suffix Maintainer2
#> 2559 umich.edu 54
#> 2564 umn.edu 47
#> 2819 uw. edu 46
#> 210 berkeley.edu 33
#> 2212 stanford.edu 27
#> 468 columbia.edu 26
#> 2964 yale.edu 25
#> 635 duke.edu 23
#> 2911 wisc.edu 23
#> 482 cornell.edu 22
#> 2444 ucdavis.edu 21
#> 1929 psu.edu 19
#> 2449 uchicago.edu 19
#> 2830 vanderbilt.edu 19
#> 1660 ncsu.edu 18
#> 1663 nd.edu 18
#> 1008 jastate.edu 17
#> 1919 princeton.edu 17
#> 1815 osu.edu 16
#> 2523 uiowa.edu 16

L, JLFAaREA NB RFER), HaREHRY (uwedu). FEHARAY: (umich.edu). N
AR (berkeley.edu) %4, WUE—UL, RESADRERIME, RS REAREER, SR
FHWERBEAZ T, A TR BB RS B 28/ B M .

HUEME BT AR, B2 A M &R mX—2%, il stanford.edu . stat.stanford.edu
Al alumni.stanford.edu %A GG, b, i edu MRFEMA BV IGRO AT EE. HIY
HRFER B BBV, HRAPL edu 5552, HATHITE =858 22 K2 auckland.ac.nz | iR A2
T24p% stat.math.ethz.ch SE3EEASMUEENE . T4 3 F S = RN RAE .

350 DNIFAHE R LA uk SHIFZRAYIEAE . A H (F2RERY) KH R IR EHRT

sum(pdb_org[grepl(pattern = "uk$", x = pdb_org$Email_suffix), "Maintainer2"])
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#> [1] 350

%pdb_org_uk <- pdb_org[grepl(pattern = "uk$", x = pdb_org$Email_suffix), ]
pdb_org_uk[order (pdb_org_uk$Maintainer2, decreasing = TRUE), ] |> head(20)
/

\\#> Email_suffix Maintainer2
#> 2451 ucl.ac.uk 25
@ #> 329 cam.ac.uk 17
#> 295 bristol.ac.uk 15
#> 1088 imperial.ac.uk 14
#> 658 ed.ac.uk 13
#> 1286 lancaster.ac.uk 11
#> 1363 lse.ac.uk 9
#> 1605 mrc-bsu.cam.ac.uk 9
#> 2878 warwick.ac.uk 9
#> 870 glasgow.ac.uk 8
#> 1364 lshtm.ac.uk 8
#> 1424 manchester.ac.uk 8
#> 636 durham.ac.uk 7
#> 744 exeter.ac.uk 7
#> 2260 statslab.cam.ac.uk 7
#> 2188 soton.ac.uk 6
#> 2972 york.ac.uk 6
#> 978 hotmail.co.uk 5
#> 1948 gmul.ac.uk 5
#> 248 bioss.ac.uk 4

258 M EHFE KB LA ca RJGHRIINH . SMHH (FZRRY) R R GHLHEIRNT
sum(pdb_org[grepl(pattern = "ca$", x = pdb_org$Email_suffix), "Maintainer2"])
#> [1] 258

pdb_org_ca <- pdb_orgl[grepl(pattern = "ca$", x = pdb_org$Email_suffix), ]
pdb_org_calorder (pdb_org_cas$Maintainer2, decreasing = TRUE), ] |> head(10)

#> Email_suffix Maintainer2
#> 2822 uwaterloo.ca 19
#> 1397 mail.mcgill.ca 14
#> 2123 sfu.ca 12
#> 2801 utoronto.ca 12
#> 2426 ualberta.ca 11
#> 2239 stat.ubc.ca 9

#> 2434 ubc.ca 9
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# 18.1: CRAN HIBATF A 4Ed R A8 i il

(a) %
(b) 83k
N R 08 i "
il INp W R 08
Kurt Hornik 28 o ]
_ Friedrich Leisch 5
Simon Urbanek 26 .
] o Luke Tierney 5
Achim Zeileis 25 ]
) Michael Lawrence )
Martin Maechler 25
Stefan Theussl 5
Torsten Hothorn 25 ) .
Bettina Griin 3
Paul Murrell 19
John Chambers 3
Toby Dylan Hocking 17 .
Simon Wood 3
Brian Ripley 12 .
Bettina Gruen 2
Thomas Lumley 12
] Deepayan Sarkar 2
Uwe Ligges 9
Douglas Bates 2
Duncan Murdoch 7
) Martyn Plummer 2
David Meyer 6
Peter Dalgaard 1
CRAN Team 5
#> 2813 uvic.ca 8
#> 952 hec.ca 7
#> 1416 mail.utoronto.ca 7

18.2.2 CRAN #iI RStudio

241

N IR R A S 2R DT A CRAN P KT % (9 R A, RN ASRE A 52 I A A O, EL a2 44 CRAN
Team [Y4EH#HLEKMZ CRAN FHBA, XML il RCurl flgh i b4y . FELLN, Brian Ripley [

#f ripley@stats.ox.ac.uk A2 CRAN BEMIZ . &AM, Wil PR 453k,

Kurt Hornik. Simon Urbanek. Achim Zeileis S E @&~ M! T 49 R ESZORM, B &4
THLE R 1. b\ Brian Ripley Jfil, 7 (LA AL THIL R 1.

¢ 18.2: Brian Ripley 4E571 R £

Package Title

boot Bootstrap Functions (Originally by Angelo Canty for S)

class Functions for Classification

fastICA FastICA Algorithms to Perform ICA and Projection Pursuit

gee Generalized Estimation Equation Solver

KernSmooth  Functions for Kernel Smoothing Supporting Wand & Jones (1995)
MASS Support Functions and Datasets for Venables and Ripley’s MASS


mailto:ripley@stats.ox.ac.uk

NG
=
HE
©

% 18 F. MARIESHT

¢ 18.2: Brian Ripley 43719 R £2

Package

Title

nnet
pspline
RODBC

Estimation/Multiple Imputation for Mixed Categorical and Continuous Data
Feed-Forward Neural Networks and Multinomial Log-Linear Models
Penalized Smoothing Splines

ODBC Database Access

spatial Functions for Kriging and Point Pattern Analysis
tree Classification and Regression Trees
Rebi! A PUGRTE R BRMEh, BROACLARSAD 20 ST, FEASHIEIFITAHT RStudio 1

BARTE LGt ok, S5 LT 3.
CRAN #1 RStudio FBAE R iIESH K NAER, HE B N B — W 28 W8y d5 48 1.
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# 18.3: RStudio HIATFAZEY R R FIL (F57)

(a) &
A 5 R ket
Hadley Wickham 48
Yihui Xie 22
Max Kuhn 18
Lionel Henry 15
Winston Chang 15
Daniel Falbel 13
Jennifer Bryan 13
Davis Vaughan 11
Carson Sievert 10
Tomasz Kalinowski 8
Barret Schloerke 6
Thomas Lin Pedersen 6
Hannah Frick 5
Christophe Dervieux 4
Joe Cheng 4
Julia Silge 4

P BA R 5

=
@&
b
B

Cole Arendt
Edgar Ruiz

JJ Allaire

Kevin Kuo
Kevin Ushey
Richard Tannone
Aron Atkins
Romain Francois
Yitao Li

Brian Smith
Emil Hvitfeldt
Garrick Aden-Buie
James Blair
Nathan Stephens
Nick Strayer

= = = = =N NN NN WW W W W W

243
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% 18.3 R iEEHIXEIFEE

7 18.3.1  Beriym Ik #

\ MZEETHEAE pdb , F4E R WER VR Z TT AL R

@ Dirk Eddelbuettel -
Stéphane Laurent A
Gébor Csardi -

Scott Chamberlain 1
Jeroen Ooms A

Hadley Wickham -

Robin K. S. Hankin 1
Henrik Bengtsson A

Jan Wijffels 4

Kurt Hornik 1

Max Kuhn 4

Martin Maechler 1

Simon Urbanek 4

Shannon T. Holloway
Kirill Maller A

Kartikeya Bolar -

Bob Rudis A

!
< Torsten Hothorn 4
He

Thomas Lin Pedersen A
Pablo Sanchez 4
Muhammad Yaseen -
Achim Zeileis 1
Richard Cotton A
Winston Chang
Guangchuang Yu -
Florian Schwendinger A
Yihui Xie 1

Kevin R. Coombes 1
John Muschelli 1
Michael D. Sumner A
Carl Boettiger 1

Joe Thorley A

Hana Sevcikova A
Georgi N. Boshnakov -
Emil Hvitfeldt -

0 20 40 60
REHE

K 18.3: EFEM R Ik H

TR H R E OO 2 R ALK GTEtanh -

1. Dirk Eddelbuettel 437 Rcpp. ReppEigen 28574700 R f4, it Repp R EZMFHN C++
FEGIA RIEFALIX.

2. Stéphane Laurent 4i35 T fi£2 5 shiny. htmlwidgets #1xX# R 2, U0 rAmCharts4 £,

3. Gabor Csardi 4317 igraph fLDA K K EH B R A IF & LA, RStudio Jg .

4. Hadley Wickham %43/ | ggplot2. dplyr. devtools Z#ifTH R €, RStudio JEf .


https://dirk.eddelbuettel.com/
https://github.com/stla/
https://github.com/gaborcsardi/
https://github.com/hadley/
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© % N o«

10.
11.
12.
13.
14.

15.
16.
17.

18.
19.
20.
21.
22.

23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.

34.
35.

RiEZHRHFLHE 245

Jeroen Ooms 44/ | magick., curl DR KEHFY) R ALH A Bl it o

Scott Chamberlain ZE# TR £ 5 HTTP/Web M%) R 43, rOpenSci BeA A6 A .

Robin K. S. Hankin 4§ TR Z 5 WM. Zic8e M0 R 42,

Henrik Bengtsson ZEf T future Fl parallelly ST R 1, ZEHATHE G THARZL 5THK.

Jan Wijffels 4E40 TR Z 5 B ARG F AL BRI XH R 4, il udpipe . BTM il word2vec
%240, Bnosac H B\ .

Kurt Hornik 2548 R BRI 525 BREFT IR R 4, R AZGEBG .
Martin Maechler 4377 Matrix £, R %05

Max Kuhn 43P | tidymodels £, RStudio .

Bob Rudis Zifp T —26 5 geplot2 FH€A) R £, 41 ggalt. hrbrthemes fll statebins %%,
Kartikeya Bolar 4Ef1 TARZ 4115 shiny £5& 1 R 4, WAy ZEatr. ZEmIH. sER. Rk
IMTEE .

Kirill Miiller #4477 DBI %K & 54 E R R 4.

Shannon T. Holloway 43/ 7152 54 4F Ak X R £,

Simon Urbanek 4i3/ [ rJava. Rserve ZE3ATH0 R 4, R OB G, ig4Edh R /(Y
MacOS ~“F-HHH R

Achim Zeileis 4E3/" T colorspace 27471 R &, R &ZODHEIBUN G .

Muhammad Yaseen Z4E4 " 2-~5 Multiple Indicator Cluster Survey #HXH R fl.

Pablo Sanchez 40 T 2S5 EHFEEEN R IEFH: 0, Windsor.ai HEA 5

Thomas Lin Pedersen 4i4/' | patchwork, gganimate Fl ggraph Z3%47#) R €1, RStudio J&hi,
Torsten Hothorn YEGE AR I TTER A NES, HAN coin Al multcomp 543, R AL HIBAK
R

Richard Cotton 43T assertive fil rebus %% R £, USRI L2 .

Florian Schwendinger 4Ef T R EZZEIAL TR R 4, § T ROI WryRES).

Guangchuang Yu #E47[ ggtree #l ggimage %% R 40, 7EAEY){E B AL GUEA A D TTE .
Winston Chang 437 T shiny 257470 R 4, RStudio B,

John Muschelli 4E T 2K THZEIZR R 4,

Kevin R. Coombes 4i3P T 24k FAY{E B/ R A, Ul oompaBase I oompaData 4§,

Yihui Xie 47 T knitr . rmarkdown ZE4TH R £2, RStudio J& .

Carl Boettiger 4E4P T2/ 104, o rfishbase 25, rOpenSci FBA B 5

Michael D. Sumner 23" T 22 RIFE T K R .

Emil Hvitfeldt 437 T 24050 R A, U0 fastTextR 4%, RStudio JE G .

Georgi N. Boshnakov ZE37 T 2/~ R FAH < R A, 40 fGarch, timeDate F/1 timeSeries
SO

Hana Sevcikova ZE3 T 245 DU A O GEHAHCH R 4L,

Joe Thorley 47 7245 -y MCMC {58 R 43, Poisson Consulting & 5.

I ARG R AR, K3, JF& 14 RURIFRER 6732 N, JF& 24 R 41
TFREA 1685 N, AR F AN NZ—, BHMEIREA G0 .

table(pdb_ctb$Package)


https://github.com/jeroen/
https://scottchamberlain.info/
https://github.com/RobinHankin/
https://github.com/HenrikBengtsson/
https://github.com/jwijffels
https://bnosac.be/
https://statmath.wu.ac.at/~hornik/
https://github.com/mmaechler
https://github.com/topepo
https://rud.is/
https://kartikeyabolar.r-universe.dev/
https://github.com/krlmlr/
https://populationhealth.duke.edu/personnel/shannon-holloway/
https://github.com/s-u/
https://github.com/zeileis/
https://github.com/myaseen208/
https://github.com/pablosanchezmart/
https://github.com/windsor-ai/
https://github.com/thomasp85/
https://user.math.uzh.ch/hothorn/
https://github.com/richierocks/
https://github.com/FlorianSchwendinger
https://gitlab.com/roigrp/solver
https://github.com/GuangchuangYu/
https://github.com/wch/
https://github.com/muschellij2/
https://gitlab.com/krcoombes/
https://oompa.r-forge.r-project.org/
https://yihui.org/
https://www.carlboettiger.info/
https://github.com/mdsumner/
https://github.com/EmilHvitfeldt/
https://www.rmetrics.org/
https://github.com/hanase/
https://github.com/joethorley/
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#>
#> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

s

/#> 6732 1685 725 328 177 82 80 52 37 37 29 15 18 8 11 7

#> 17 18 19 20 21 22 23 24 25 26 27 28 31 32 33 52
\ #> 1 3 4 4 2 3 3 1 5 5 2 1 1 1 1 3

# 58 63 69
<::::> #» 1 1 1
TR I IT A, AT AR IR R A R A

ggplot(data = pdb_ctb, aes(x = Package)) +
geom_histogram(binwidth = 1) +
theme_classic() +
labs(x = "R AHE", vy = "FLF")

ggplot(data = pdb_ctb[pdb_ctb$Package <= 20, ], aes(x = Package)) +
geom_histogram(binwidth = 1, fill = NA, color = "gray20") +
scale_y_loglo() +
theme_classic() +

'Labs(x = "R @ﬁ%", y = uﬂlzvl‘-\%'—u)

100009
6000+ -
10001 n
4000+ [
Eg 3& 100+
R He —
2000+
104
N L AU |
0 20 40 60 0 5 10 15 20
REBINE REBHE
(a) HHH (b) HEHE (HERE)

P 18.4: FF R E B 31T
e Top 1% WFFA#E 131 N (FFK R Wi 10 NMWIFA#E) simk T 2329 / 18976 = 12.3% 9"
Jetl, mrEmRRL AT FFIRAL. REN.
dim(pdb_ctb[pdb_ctb$Package > 10, ])
#> [1] 131 2
sum(pdb_ctb[pdb_ctb$Package > 10, "Package"])

#> [1] 2329
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AKF® Bottom WY& E 6732 N (UFA—1 R Wi AE) HEFFRER LS 6732 / 10067 =
66.87%, TIER T 6732 / 18976 = 35.5 % WP RBAL, (KFEM AR k.

18.3.2 JFR&HIMEXFR

WER—ATF B T4 R A, B . —4 R WA, wies 1224
TR, XFE, HEIPENITTERE Z R R T R, STEE FTRESUR S R B, ]
REAIE. ACA I H A BEAAAERS. 75— R A, A2 B fyuimks, mfern— R 4d, B2 A
Ttk . AR B ZnfEdd 24 R WAAES IR EAMIMER R, XWEN A T B Z[EH) KR
A EFFRITRARER 2 DRAL, — D ARTRERRE T 24 3.

Hefpd A R AZNITRERTR, B2y (A otk AR, A 8D R WSS A
Botm) W8 A AL, 4 A TP RE S Z A& TTi, TTIiRE (BT RE R HE R &
IR AL, 1502 5ot R AR ) o8 A M. W, A fERZEPE, BAREE A fEATT
K, s A B A RTTEk, HE BTt/ M E R AR .

# TLRE A fedk K IE R
pdb <- subset(

x = pdb, subset = !duplicated(Package) & !is.na( Authors@R"),

select = c("Package", "Maintainer", "Authors@R")
)
# RAEFEHLT
pdbsSMaintainer <- extract_maintainer(pdbSMaintainer)
B TR A Authors@R FEE, A TTRERIA THF , Hll meev £, gam (145, {ELULA T A
AT, HRgE E A G XA FE, W Repp 1. ReppEigen {155, PIHCRF % 26 551 1 H ok o
B2, ARICRDA AuthorseR FBIENTTRRE HRIR, 3571 12503 A~ R &7 Authorser , 7 6000+ >
R ARAIZT B, SR20E R S 1/3, TEAIR2H BHEFER SO, WA . Author o7
it BRSSO, T Author 5B, AuthorseR FEHEDA R 2 1K person A H 17 hk
SEMIRY, HEBOIIE, b, SRICGTHRE AR LT . B, R Matrix (R TTERE .
tmp <- eval(parse(text = pdb[pdb$Package == "Matrix", "Authors@R"]))

tmp <- unlist(lapply(tmp, function(x) format(x, include = c("given", "family"))))
§ I — N R AE

tmp <- data.frame(Package = "Matrix", Maintainer = pdb[pdb$Package == "Matrix", "Maintainer"], Autl

# E£4 Authors 2 Maintainer BJiE%

subset(tmp, subset = Maintainer != Authors)
#> Package Maintainer Authors
#> Matrix Martin Maechler Douglas Bates

1
#> 3 Matrix Martin Maechler Mikael Jagan
#> 4 Matrix Martin Maechler Timothy A. Davis
5

#> Matrix Martin Maechler Jens Oehlschlagel
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#>

6 Matrix Martin Maechler Jason Riedy

I%EEI'#> 7 Matrix Martin Maechler R Core Team

BABHEM S R B (Package FE). MHAE#H (Maintainer ZE) FMoipk# (Authors FEY). B Eid
:ﬁ.B ABEER—AEE, BE, FrE R BWTTEE ek, Bl — N KEPEPEE.

extract_authors <- function(pkg) {

}

sub_pdb <- pdb[pdb$Package == pkg, ]

tmp <- eval(parse(text = sub_pdb[, "Authors@R"]))

tmp <- unlist(lapply(tmp, function(x) format(x, include = c("given", "family"))))

tmp <- data.frame(Package = pkg, Maintainer = sub_pdb[, "Maintainer"], Authors = tmp)

subset(tmp, subset = Maintainer != Authors)

extract_authors("Matrix")

#>
#>
#>
#>
#>
#>
#>

#
#
pd

#>
#>

#>
#>

#>
#>

#>
#>

#>
#>

#
pd

Package Maintainer Authors
1 Matrix Martin Maechler Douglas Bates
3 Matrix Martin Maechler Mikael Jagan
4 Matrix Martin Maechler Timothy A. Davis
5 Matrix Martin Maechler Jens Oehlschlagel
6 Matrix Martin Maechler Jason Riedy
7 Matrix Martin Maechler R Core Team
lapply(c("Matrix", "gt"), extract_authors)

WEA R AW TIAE, BATHE1-24% 1 4
b_authors_list <- lapply(pdb[, "Package"], extract_authors)

Warning in .canonicalize(given): Arguments of person() should be character or

NULL

Warning 1in personl(given = given[[i]], family = family[[i]], middle =
middle[[i]], : Invalid ORCID 1iD: '0G000-0001-1203-2064".

Warning 1in personl(given = given[[i]], family = family[[i]], middle =
middle[[i]], : Invalid ORCID iD: '0G000-0002-6135-8141"'.

Warning 1in personl(given = given[[i]], family = family[[i]], middle =
middle[[i]], : Invalid ORCID iD: 'G000-0000-0000-0000".

Warning 1in personl(given = given[[i]], family = family[[i]], middle =
middle[[i]], : Invalid ORCID iD: '0000-0012-0199-6968"'.

EERlE

b_authors_dt <- data.table::rbindlist(pdb_authors_1list)

R BB SR B R BAE pdb_authors_dt {5711 26000 Zcicsk, BEIMRIRIER N, HIEFA L4
TR Z [ P REAFAE 2 IR G EMR 0L, NImgit— M &R
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pdb_authors_dt[ ,.(cnt = length(Package)) , by = c("Maintainer", "Authors")
J[ent >= 10, ]J[order(cnt, decreasing = T), ]

#> Maintainer Authors cnt
#> <char> <char> <int>
#> 1: Hadley Wickham RStudio 36
#> 2: Pablo Sanchez Windsor.ai 25
#> 3 Jan Wijffels BNOSAC 24
#> 4 Gabor Csardi RStudio 19
#> 5: Hong Oodi Microsoft 16
#> 6: Max Kuhn RStudio 14
#> T: Lionel Henry RStudio 14
#> 8: Robrecht Cannoodt Wouter Saelens 13
#> 9: Scott Chamberlain rOpenSci 13
#> 10: Joe Thorley Poisson Consulting 13
#> 11: Frederic Bertrand Myriam Maumy-Bertrand 12
#> 12: Winston Chang RStudio 12
#> 13: Daniel Falbel RStudio 12
#> 14: David Kretch Adam Banker 12
#> 15: David Kretch Amazon.com, Inc. 12
#> 16: Victor Perrier Fanny Meyer 11
#> 17: Jennifer Bryan RStudio 11
#> 18: William Michael Landau Eli Lilly and Company 11
#> 19: Adrian Baddeley Ege Rubak 11
#> 20: Gabor Csardi Jim Hester 10
#> 21: Kirill Muller RStudio 10
#> 22: Carson Sievert RStudio 10
#> 23: Thomas Lin Pedersen RStudio 10
#> 24: Lionel Henry Hadley Wickham 10
#> 25: Adrian Baddeley Rolf Turner 10
#> Maintainer Authors cnt

Authors “FBUEL T APHLN 4T, XRANAWFZ R WMZEPE 2R TIZ4I8, BsUHE T4,
HAAMERISFLEN BT, 1 HA R ER . DA dplyr 620, Hadley Wickham 52JgF RStudio
A, AE dplyr WRICEE T, B Authorser Ht RStudio B A2 cph Al fnd , RIARELHT A FIBE 4
SCHf. A cre i, 1575 CRAN BIBARIAE. M6 aut Hiex) R A SLBTTHI A .

format(eval(parse(text = pdb[pdb$Package == "dplyr", "Authors@R"])),

include = c("given", "family", "role"))

#> [1] "Hadley Wickham [aut, cre]" "Romain Frangois [aut]"

#> [3] "Lionel Henry [aut]" "Kirill Maller [aut]"
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#> [5] "RStudio [cph, fnd]l"

jEund
‘,‘ti AN, FE T —ANHAWde B 2 ) E A VERS, N L g5 R PAEF], Gabor Csardi Al Jim Hester
, Lionel Henry #11 Hadley Wickham, Carson Sievert il Joe Cheng , Jennifer Bryan #1 Hadley Wickham
%B/ %6 J8F RStudio A1, HHWMEITAWiH . % RStudio, CRAN Team £ rOpenSci ANHEA, N
R R AL .

L. Windsor.ai $&ft— R I LSS RERT-6, FBEHZCREEE R 4.

2. BNOSAC #{ft—Z 5T EAE . GRS BRES AP R 42, AN udpipe, word2vec,
doc2vec 241,

3. Microsoft $@&fft—FRIEREAEAE Azure ZEMFW R 42, AT AzureR 4.

4. Wouter Saelens $#:it— 2% AN I 0 HEFE (single-cell trajectory inference) I R 41, FEAL
—/~ dynverse Zji.

5. Poisson Consulting $— A1 T H B BRI HAE 2200 R ALRINISERISTIE .

6. Amazon.com, Inc. $&Ht— R T, BH. #1E% Amazon ZkR5M0 R &, EH— paws
=t

7. Eli Lilly and Company W] fig/& rOpenSci [#J— 5, %) THE T targets I jagstargets % R .

i, GUHHMEREI A, 2SR ALE I AT

pdb_authors_net <- pdb_authors_dt[, .(cnt = .N), by = c("Maintainer", "Authors")]
table(pdb_authors_net$cnt)

#>

#> 1 2 3 4 5 6 7 8 9 10 11 12 13
#> 20420 1513 366 121 44 28 14 8 3 6 4 5 3
#> 14 16 19 24 25 36

#> 2 1 1 1 1 1

AR, HRZBNZ AHMERA R

18.3.3 VidiIBAEES

MRS, A BT R e E TR O, e B 2% Th B Y R B 4R LR TR
XL IREA LWL . KEBECATE CRAN %ad R AR TTakeE . MIRGH e delra Boti i iy . @
s, MR AR BN o

# Maintainer WA\

pdb_authors_net_indegree <- pdb_authors_dt[Authors %in% Maintainer,
][, .(in_degree = length(Authors)), by = "Maintainer"]

# Authors M 4 &

pdb_authors_net_outdegree <- pdb_authors_dt[Authors %in% Maintainer,

][, .(out_degree = length(Maintainer)), by = "Authors"]


https://windsor.ai/
https://github.com/bnosac
https://github.com/bnosac/udpipe
https://github.com/bnosac/word2vec
https://github.com/bnosac/doc2vec
https://azure.microsoft.com/zh-cn
https://github.com/Azure/AzureR
https://dynverse.org/
https://github.com/dynverse
https://github.com/poissonconsulting
https://aws.amazon.com/cn/
https://github.com/paws-r/paws
https://www.lilly.com/
https://github.com/ropensci
https://github.com/ropensci/targets
https://github.com/ropensci/jagstargets
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ggplot(pdb_authors_net_indegree, aes(x = 1in_degree)) +

m‘g geom_histogram(binwidth = 1) +

> geom_freqpoly(binwidth = 1) +

/ theme_classic()

‘\ ggplot(pdb_authors_net_outdegree, aes(x = out_degree)) +
(:::) geom_histogram(binwidth = 1) +

geom_freqpoly(binwidth = 1) +

theme_classic()

1000 1
600 -
750 1
E € 4001
3 5001 3
(&) o
250 200 1
0- 0
0 50 100 150 0 25 50 75 100
in_degree out_degree
(a) ABERYAT (b) HEER AT

] 18.5: 47 I AR R 70 AT

18.3.4 WAL PMEMIZS

TR NAZE B R AR IR, M NAZESR B Z B MERECR TR . T S L,
TN TRBE R, REMERECT 1 8.

#

pdb_authors_net_edge <- pdb_authors_dt[Authors %in% Maintainer,

1[, .(edge_cnt = .N), by = c("Authors", "Maintainer")][edge_cnt > 1, ]
pdb_authors_net_edge[order (edge_cnt, decreasing = TRUE), ]

#> Authors Maintainer edge_cnt
#> <char> <char> <int>
#> 1: Jim Hester Gabor Csardi 10
#> 2: Hadley Wickham Lionel Henry 10
#> 3: Joe Cheng Carson Sievert 9
#> 4: Hadley Wickham Jennifer Bryan 8
#> 5: Steven Andrew Culpepper James Joseph Balamuta 8
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#> -

#> 528: Aaron Wolen Scott Chamberlain 2

775 #> 529: Bob Rudis Simon Garnier 2

/ #> 530: Marco Sciaini Simon Garnier 2

\\#> 531: Carlos Morales Martin Chan 2

@ #> 532: Md Yeasin Ranjit Kumar Paul 2
# TR

pdb_authors_net_vertex <- pdb_authors_dt[, .(vertex_cnt = length(unique(Package))), by = "Maintainer"
J[Maintainer %in% c(pdb_authors_net_edgeS$SMaintainer, pdb_authors_net_edgeSAuthors),]

pdb_authors_net_vertex[order(vertex_cnt, decreasing = TRUE),]

#> Maintainer vertex_cnt
#> <char> <int>
#> 1: Hadley Wickham 43
#> 2 Gabor Csardi 33
#> 3: Jeroen Ooms 28
#> 4: Scott Chamberlain 28
#> 5: Yihui Xie 21
#> —-—-

#> 579: Katriona Goldmann 1
#> 580: Carlo Pacioni 1
#> 581: Michael Scholz 1
#> 582: Javier Roca-Pardinas 1
#> 583: Xianying Tan 1

XA RE, HAANFE T .

o Maintainer 447 (fLFER to)

o Authors Tigk¥ (fLFEE from)

o edge_cnt M R/NERIRYEFE Maintainer FITTERE Authors FHMEREL
o vertex_cnt TS K/PNFE/RZEIHE Maintainer 43719 R 5=

N SE% B igraph A AL AN E 2R A M AL A 2% . pdb_authors_net_edge Fil pdb_authors_net_vertex
HRREIRAE, 1 4cIA A igraph AU BKEL graph_from_data_frame () KfHIE N MEELAY igraph , K
JE A BRER plot () £l M2 [l

PIME R RFIFF R F IS, B4 THE] B, H, A2 24 R B AE, XA
Bt B2AET /NG NAZDNPME. 52X R IME R RESRIT K, NED, %
W EIAR, M4 TR 8. UMESZAAEWRESEYT R GRAD, BEFETF 144,
Ft, SremIrAE . T RIHSRBELS ik, W R Core Team, RStudio, rOpenSci 4,

eb <- cluster_edge_betweenness(pdb_authors_graph)

eb
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I

#> IGRAPH clustering edge betweenness, groups: 181, mod: 0.88

m #> + groups:

"Daniel Grose"

"Idris Eckley"

"Henrik Bengtsson"

"Pierre Neuvial"

TS e s
/ #> [1] "Matt Nunes"
\ #>  [4] "Rebecca Killick"
(::) #>
#> $°2°
#> [1] "Jin Zhu" "Shiyun Lin"
#>
#>  $°3°
#> [1] "Julio Trecenti"
#> [4] "Zhian N. Kamvar"
#> +

igraph 22 Rt XGNP FE, T ST L cluster_edge_betweenness () AR

. omitted several groups/vertices

B 181 M. HX 1 SR AT

eb$names[eb$membership == 1]
#> [1] "Matt Nunes"
#> [4] "Rebecca Killick"

"Daniel Grose"

"Idris Eckley"

% 18 F. MGHIE
"Guy Nason"
"Alessandro Cardinali"
"Morgane Pierre-Jean"
"Michal Bojanowski"
. 4

"Guy Nason"

"Alessandro Cardinali"

X 3. 14, 21, 34, 46, 52, 75 WG IR Z ). HA, 31X 3 J&PA RStudio MO RALX, %t

X 14 72 PA CRAN AL HRAL X .

# RStudio H Gy AKX

eb$names[ebSmembership

3]

#> [1] "Julio Trecenti"
#> [4] "Zhian N. Kamvar"
#> [7] "Ian Lyttle"

#> [10] "Dirk Schumacher"
#> [13] "Sean Kross"

#> [16] "Ryan Hafen"

#> [19] "Mark Edmondson"
#> [22] "Carson Sievert"
#> [25] "Jennifer Bryan"
#> [28] "Garrick Aden-Buie"
#> [31] "Hiroaki Yutani"
#> [34] "Romain Francgois"
#> [37] "Bryce Mecum"

#> [40] "Jonathan Keane"
#> [43] "Anne Cori"

"Henrik Bengtsson"
"Pierre Neuvial"
"Thomas Lin Pedersen"
"Jeroen Ooms"

"Carl Boettiger"
"Matthew Fidler"
"Kirill Maller"
"Winston Chang"
"Michael Sumner"
"Daniel Falbel"
"Taiyun Wei"

"Greg Freedman Ell1is"
"Steph Locke"
"Thibaut Jombart"
"Bill Denney"

"Morgane Pierre-Jean"
"Michal Bojanowski"
"Yihui Xie"

"Gabor Csardi"

"Neal Richardson"
"Hadley Wickham"
"Richard Iannone"
"Lionel Henry"

"Scott Chamberlain"
"Matthew B. Jones"
"Jim Hester"

"Rhian Davies"
"Christophe Dervieux"
"Dewey Dunnington"

"Jared Huling"
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#> [46] "Wush wWu"

#> [49] "Yuan Tang"

#> [52] "Sebastian Meyer"
#> [55] "Aldicia Schep"

#> [58] "Joe Cheng"

#> [61] "JJ Allaire"

#> [64] "Malcolm Barrett"
#> [67] "Justin Wilkins"
#> [70] "Kevin Ushey"

#> [73] "Jorrit Poelen"
#> [76] "Ramnath Vaidyanathan"
#> [79] "Xdianying Tan"

# CRAN A 0B AKX

ebSnames[ebSmembership == 14]
#> [1] "Achim Zeileis"

#> [4] "Nikolaus Umlauf"

#> [7] "Bernd Bischl"

#> [10] "Friedrich Leisch"

#> [13] "John Fox"

#> [16] "Volodymyr Melnykov"

#> [19] "Drew Schmidt"

#> [22] "Stefan Theussl"

#> [25] "Francois Michonneau"
#> [28] "Felix Zimmer"

#> [31] "Lukas Sablica"

#> [34] "Jakob Richter"

#> [37] "Duncan Murdoch"

"Atsushi Yasumoto"
"Duncan Garmonsway"
"Derek Burk"

"Tomasz Kalinowski"
"Bhaskar Karambelkar"
"JooYoung Seo"

"Aaron Wolen"

"Yixuan Qiu"

"Steven M. Mortimer"
"Maélle Salmon"

"Thomas Leeper"

"Michael Hahsler"
"Vincent Dorie"

"Ben Bolker"

"Brian Ripley"

"Kurt Hornik"

"Martin Maechler"
"Georgi N. Boshnakov"
"David Meyer"

"Marius Hofert"
"Martin Binder"
"Sebastian Fischer"
"Florian Wickelmaier"

"Alexander Brenning"

255

"Barret Schloerke"
"Edzer Pebesma"

"Tim Taylor"
"Michael Rustler"
"Sebastian Kreutzer"
"Zachary Foster"
"Bruno Tremblay"
"Johannes Friedrich"
"Karthik Ram"

"Aron Atkins"

"Dirk Eddelbuettel"

"Michel Lang"
"Bettina Gruen"
"Marc Becker"
"Michael Friendly"
"Patrick Schratz"
"George Ostrouchov"
"Wei-Chen Chen"
"Jakob Bossek"
"Florian Schwendinger"
"Phil Chalmers"
"Lennart Schneider"
"Rudolf Debelak"

"Ingo Feinerer"

[}, 7E RStudio XN KALXT, 8527 B8A ) /MEX, il Rob Hyndman 48 A B[R] 7
H4EIX . Roger Bivand 28 A2 [8) ST 4L X .

# B8 %] Rob Hyndman
eb$names[eb$membership == 52]

#> [1] "Asael Alonzo Matamoros"
#> [3] "Sevvandi Kandanaarachchi"
#> [5] "Di Cook"

#> [7] "Han Lin Shang"

#> [9] "Earo Wang"

# 28| % Roger Bivand

"Nicholas Tierney"
"Rob Hyndman"
"Mitchell O'Hara-wild"
"Sayani Gupta"
"Christoph Bergmeir"
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%eb%ames[emmembership == 75]
rp #> [1] "Sebastian Jeworutzki'" "Roger Bivand" "Colin Rundel"

/#> [4] "Angela Li" "Gianfranco Piras" "Patrick Giraudoux"
\#> [7] "Giovanni Millo"
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Pl 18.7: FM MM 5 R R 28 AL X

NHE A tidygraph WS EEGE . TET RO, dplyr WEAEEGE. POEART A OF )
fsgim ) (BUEEENE) . )5, f58) ggraph 2 HI 443 Z MR TTRIM S, 7R p R MURGE &
SO 5 55

T P 19X % R [l — 1 e« AR N 2870 AR, A B HER RIS R . S K LR 24 B E
B, SSATTMESHIIRZ, iR CRAN fi RStudio Wi kME 1#MiE. THMH visNetwork 1y


https://github.com/datastorm-open/visNetwork
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HESL HA MBI, B JS J# vis-network 1 R i5F#H, (/] visNetwork t2x il 52 H 3/ 45
G, TTRAZER -G RUBRRCK. Jd. TTBARBLAE CRAN ALIKH) Achim Zeileis Al RStudio #EISHY
Max Kuhn 2 [8]/2H Andri Signorell 22345, AL, SEEEA 248, A PAMH Richard Iannone J %
i) DiagrammeR, 4, il EEH AR % 5 M 5T EE «

#> file://// private/ var/ folders/ q0/ wmf37v850txck86cpnvwm_zw0000gn/ T/ RtmpYscqdS/
file518a76blecl7/widget518alb0316e2.html screenshot completed
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K 18.9: FF R FH WIS 1M 4% (visNetwork)

18.4  § gl i

R 155 M58 7 H W EAER Erick Kolaczyk Hfi4E (Statistical Analysis of Network Data with RY
(Kolaczyk Fil Csardi 2020), WM& n ¥4k 51, #E#F Hadley Wickham [f)Z4F €ggplot2: Elegant Graphics
for Data Analysis) (Wickham, Navarro, 11 Pedersen 2024) )55t %, Sam Tyner 28 A1 3 (Network
Visualization with ggplot2) (Tyner, Briatte, #1 Hofmann 2017) t0{§15—F .

TEM A7, igraph SR AERRATIIATHESE, ERE CIEFTSMM, R FHi, Eit
HEMEFEAD, K RIEFHED igraph (78 R 15 FAEXRE M EEER I S 2, piRE R
EMMZATE R AR5 JFIRE Gephi HPFiE G 4L B A5 B I 25 TR AL . HAEE T
SATPAM Apache Spark ) GraphX. R EFX)Z, TEGLRM A LI &, HTENERE
AR AT Lo


https://github.com/visjs/vis-network
https://github.com/rich-iannone/DiagrammeR
https://github.com/igraph/igraph
https://github.com/igraph/rigraph
https://github.com/gephi/gephi
https://spark.apache.org/graphx/

18.5 3] 259

A A RERITSHELE, WA #0052 Neodj , ERTFEMARIT A . Nebula Graph JFJ§7
RS, A Y ARG N, SARTAC AL Jiiesd. ZR9EW, Ao, A
P S B (S P RO e 15 B Bl 55 52 8k) « BTHLIF A9 GraphScope $fit—ufi R MUBE 15
ARG, SREMEmMEITE.

18.5 2]l

L RRIT REWMER AR AT, WRAGET R Wiz /> R WA, KBEERRN G, S R Bk
BIERE 7 R A 8 R @ B, R B R W CHML, DABCEHE). g, . 2.
ALK AR 4, i R IS .

2. ARJCET 2022 4F 12 A 31 HEY R eBdledtfrodr, 5 2023 4F 12 7 31 HAEHE L.


https://github.com/neo4j/neo4j
https://github.com/vesoft-inc/nebula
https://github.com/vesoft-inc/nebula-docs-cn/
https://mp.weixin.qq.com/s/aYd5tqwogJYfkJXhVNuNpg
https://github.com/alibaba/GraphScope

I

It
>

N\

© SHJue R P

ARETHA N A B T R, E e R OIEFER S AW IL R 4.

library(nlme) # GLS J /N ZF/ALE

library(scatterplot3d) # | = 44 5% 40 &

library(ggplot2) # 24 FE

library(gstat) # L EAFHETN

library(sf) # 2 A BAE R E

## Linking to GEOS 3.13.0, GDAL 3.8.5, PROJ 9.5.1; sf_use_s2() is TRUE
library(abind)

library(stars) # 2% [ ] U 1R 1E

FE MNAAR T PRI, 20 312 AR o A S AG I 0 R 2 AR Al 5 s AR B i
DR T 4 5 W R R S A R O o

rongelap <- readRDS(file = "data/rongelap.rds")

rongelap_coastline <- readRDS(file = "data/rongelap_coastline.rds")
XA IR NS LR 28, X SO0 i R AR AR B AS i 5 (i R e L 1

plot(c(-6250, 0), c(-3600, 100),
type = "n", panel.first = grid(),

main = "BIAE 4 AL EE AT AR 3h R R R A,

1910 WIMEHLE S A S I R L i 2 A

(a) BRI EAE (b) Wy 2R AR A
(LT A L - 4= I 1 T (LT N S 7
-6050  -3270 75 300 -5509.236  -3577.438
-6050  -3165 371 300 -5544.821  -3582.250
-5925  -3320 1931 300 -5561.604  -3576.926
-5925  -3165 4357 300 -5580.780 -3574.535
-5800  -3350 2114 300 -5599.687  -3564.288
-5800  -3165 2318 300 -5605.922  -3560.910
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xlab = "B (k) ", ylab = "HL4F (k) "
)
points(rongelap, pch = 16, cex = 0.5)

points(rongelap_coastline, pch = 16, cex = 0.3)
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library(nlme)

# TS E BN
fit_rongelap_gls <- nlme::gls(
model = log(counts / time) ~ 1, data = rongelap,
correlation = nlme::corExp(form = ~ cX + c¥Y, nugget = T)
)
summary (fit_rongelap_gls)

Generalized least squares fit by REML
Model: log(counts/time) ~ 1
Data: rongelap
AIC BIC loglLik
184.4451 196.6446 -88.22257

Correlation Structure: Exponential spatial correlation
Formula: ~cX + cY
Parameter estimate(s):
range nugget

169.7469507 0.1092495

Coefficients:
Value Std.Error t-value p-value

(Intercept) 1.812914 0.1088036 16.66226 0

% 19

-

=.

= A B e AT
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Standardized residuals:
Min Q1 Med Q3 Max
-5.5738539 -0.0690947 0.3461001 0.7385220 1.5715212

Residual standard error: 0.573967
Degrees of freedom: 157 total; 156 residual

PAEATE s AR RS A 4R -

log (Y(z)) =T(z) =8+ S(z) +e

Hrp Y(2) Fn 008 o AR RSS9, AR ian 5 B 2s 8 7 AL BEPLAS &, T'(2) TevAm st
SEPERIXTEL, B R BRI, AR, S(x) e — A F TR Rl RE LA, 2SR,
S(z) SHENLIRZE e RAMEMALK), FHURZEMMEIME 220 7° WIS . MRS T ()
A E[T(2)[S(2)] = B+ S(x) MAMIT% Var[T(2)[S(2)] = 72, BN A W7 228 B :

[ *$j||2)

Cov(T(z;),T(z;)) = o*exp ( — "

+ 7 iz}
BRI K%L (Correlation function) p(u;;) @17F:

p(uij) = Corr{T(x;), T(x;)}
_ Cov(T(SCZ T(z;))
\/Var (x;))Var(T'(x))

= (0” exp(—ui; /) + T Iimjy).

Horr, wg; FORNIE x SO0E oy BIMRICEEE] (|2 — ;]2 , KT ABMBEYLSRE T'(2) 0922222 K5 Vi (wi;)
e
Vi) = Var(T(z) ~ T(a,)}
:%Hm@»—ﬂwm}
= 21—y + 0 (1 — pluij)).

1E nlme WS Z T, AFBERUY TR H A KA AT -

P(uij; ¢,0) = 6 + (1 = 6)(1 — exp(—ui; /).

Hoft, G0 0 = oy (AR, OALHO M AR RS T R R B, S 2 R
SR
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.%. pluij; ¢,8) = Vr(uy) /(0 + 7).
>
7 EAESHACH BRSBTS TSR 72 A o FEAE TR, e Ah
A\ HTE MR BE U, B grE 5 Br ZE R HOAR, SO DA S TR L. S T B AR
C) B corExp () REANSEER, WHE ¢=1,0=0.2, REAT:
spatDat <- data.frame(x = (0:4)/4, v = (0:4)/4)

cs3Exp <- corExp(c(l, 0.2), form = ~ x + y, nugget = TRUE)
cs3Exp <- Initialize(cs3Exp, spatDat)

corMatrix(cs3Exp)

[,1] [,2] [,3] [,4] [,5]
[1,] 1.0000000 0.5617508 0.3944550 0.2769817 0.1944934
[2,] 0.5617508 1.0000000 0.5617508 0.3944550 0.2769817
[3,] ©0.3944550 0.5617508 1.0000000 0.5617508 0.3944550
[4,] 0.2769817 0.3944550 0.5617508 1.0000000 0.5617508
[5,] 0.1944934 0.2769817 0.3944550 0.5617508 1.0000000

FAh b TR B OV I HE R B A e iR B A A, RS B, BRIy
diag(0.2, 5) + (1 - 0.2) * exp(-as.matrix(dist(spatDat)))

1 2 3 4 5

.0000000 0.5617508 0.3944550 0.2769817 0.1944934

.5617508 1.0000000 0.5617508 0.3944550 0.2769817

.2769817 0.3944550 0.5617508 1.0000000 0.5617508

a b W N B
© o o o

0 0 0 0

1 0 0 0
.3944550 0.5617508 1.0000000 0.5617508 0.3944550

0 0 1 0

0 0 0 1

.1944934
Tk, AF rongelap WLMBHRACA, 1521F B PR i AL E A KA
B, BB AR, THEEA SR, DOSE & AR AR R

o (Intercept) FIEXI T 4 & 1.813

o range XN T ¢ J& 169.747

o MR MM AL 6 = T = 0.109

 Residual standard error FZHRiEZEH 0.574, MEHAEF RN T 02 + 72 = 0.573967% = 0.329
o nugget XF NV THARY 0.1092495 % 0.5739672 = 0.0360

.2769817 0.3944550 0.5617508 1.0000000

19.2 ZEREAE

1f data.frame (data frame “ZEFHE) FAEHEFL N sf (simple feature 25 A LATEE) KA EE,
XS WESE WS Rk AL, SRAT I 7 B
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junnd 1.0
s
/
A\ 0.8
0.6
0.4
0.2
0.0
&l 19.3: HI IR RS 3T 25 ) B A HR B e 1k
library(sf)
library(abind)
library(stars)
# R HIE
rongelap_sf <- st_as_sf(rongelap, coords = c("cX", "cY"), dim = "XY")
rongelap_coastline_sf <- st_as_sf(rongelap_coastline, coords = c("cX", "cY"), dim = "XY")

rongelap_coastline_sfp <- st_cast(st_combine(st_geometry(rongelap_coastline_sf)), "POLYGON")
# A
rongelap_grid_stars <- st_bbox(rongelap_coastline_sfp) |>

st_as_stars(dx = 32, dy = 16) |>

st_crop(rongelap_coastline_sfp)

rongelap_grid_stars

stars object with 2 dimensions and 1 attribute
attribute(s):

Min. 1st Qu. Median Mean 3rd Qu. Max. NA's
values 0 0 0 0 0 0 41592
dimension(s):

from to offset delta x/y
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X 1 198 -6299 32 [x]
y 1231 103.5 -16 [y]

19.3  fhfE il

-y

@ TR gstat (1 krige() BREL, ZeRECEH 1 Kriging 7 LTI Tk, SH0IE &
TOERIN, A REIMERIDI X AL e AR SEL fit.variogram.reml() , Kriging Fiill
(E OB TR A S50

FEMREL fit.variogram.reml() 1, HIUANSEHERVA—T.
o formula XANSECGH WHREL In(O) PIFRZSEE L, IARIBEEFRGIHREL
« locations X BEHE & FHAE P BRI AL ARS , 200 A=EE.
o data XPSHALBEE, BAETHRIEDII T AR formula Hl locations flif].

o model X NSEALIBMREL vam () RIS, F8E 25 RIAH SRR S5, 40 2] i 25 (B AH 2P A A% o
B, BEGHERESMN . KE vem(O) BILNEZEMSEL, psill RESRRVA 2 0® , model
BB IIEREL, range RFWESE, 2—AFEEME, KAFHEE gls O MhTTEEE,
nugget ARG .

# REHM ALK

library(gstat)

fit_rongelap_gstat <- fit.variogram.reml(formula = log(counts / time) ~ 1,
locations = ~ cX + cY, data = rongelap,
model = vgm(psill = 1, model = "Exp", range = 169.7472, nugget = 1)

)

fit_rongelap_gstat

model psill range
1 Nug 0.02958585 0.0000
2 Exp 0.32486107 169.7472

AR P AT RIEGRUY. 72 = 0.0296 , 5 AT RSB A MM AT P T 22550 0 = 0.325
FHEE S, XSRS nlme WHTREL g1s O WHIHESREEAZH. TEXHE gstat 1, A4,
TR o T AL 3 (8 v FE R A (E TN R KK krige (), 1T nlme AP AR LA BTN T IA ) -

# Bl

fit_krige_pred <- krige(
formula = log(counts / time) ~ 1,
locations = rongelap_sf,
newdata = rongelap_grid_stars,

model = fit_rongelap_gstat
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[using ordinary kriging]
fit_krige_pred

stars object with 2 dimensions and 2 attributes
attribute(s):
Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

varl.pred -0.88673388 1.7418094 1.904683 1.851674 2.0669642 2.4857399 41592
varl.var 0.05671171 0.1506941 0.191342 0.184998 0.2201446 0.3389865 41592
dimension(s):

from to offset delta x/y
X 1 198 -6299 32 [x]
y 1231 103.5 -16 [y]

JeR v LA E T IR T A B WS AR S0 o v LG (E T YRR TN 7 22, ACIET Hh n] DAL 3 A2
SEIRAEIX, D7 ZEANRS T R K /MR 2 (IR IERRY, R OB BN 5 21/ IVBERR ) L /]
TE N R AN R 2E B T R AR RS (DRG0 ) s R MRS o AR A 37 B2 [ ) T
2 LR S S R B LR X W Ty 20 U (RS, (RS TR R —
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B tE SOREN B

R EF B MWES WE A AAEFAE (Natural Language Processing) LA, "B i UK/
Br (Text Analysis) FJNZ. R IBEFHKAE ARG KENE, 72912 (Text Mining with R)
(Silge Fil Robinson 2017) #1 {Supervised Machine Learning for Text Analysis in R) (Hvitfeldt 1 Silge
2021).

ARICGREC CRAN _EEA R Ao it v B, FMSCARMr LR, S8l R w2k, Bk
TNz S B — 2L SO AT AT R 4.

library(quanteda) # 78 ). 47
library(quanteda.textplots) # d = [& . L3 W 2% & &
library(quanteda.textstats) # #&if. 41t
library(quanteda.textmodels) # LSA
library(ggplot2) # % [

library(text2vec) # LDA (=

library(spacyr)

library(data.table)

HE, P tools HLAYRKAL CRAN_package_db() ZRMX R tyckudls, AT HELEEMM, RIFFIAR
Hi.

pdb <- readRDS(file = "data/cran-package-db-20250801.rds")
pdb <- subset(
x = pdb, subset = !duplicated(Package), select = c("Package", "Title")
)
LEREIZICS, (RE Package fl Title TFE, ZEHHELEH 22509 4 R AT .

head (pdb)

#> Package
#> 1 AalenJohansen
#> 2 aamatch
#> 3 AATtools
#> 4 ABACUS
#> 5 abasequence

269
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#> 6 abbreviate
#> Title
Conditional Aalen-Johansen Estimation
Artless Automatic Multivariate Matching for Observational\nStudies
Reliability and Scoring Routines for the Approach-Avoidance Task
Apps Based Activities for Communicating and Understanding\nStatistics

Coding 'ABA' Patterns for Sequence Data

H*  H*
N4
o u h W N R

Readable String Abbreviation

20.1 ERHEARRE

o EPATHT \n MG 1, TR NG SE,

pdbs$Title <- gsub(pattern = "\n", replacement = " ", x = pdb$Title, fixed = T)
pdbsTitle <- gsub(pattern = "'"  replacement = "", x = pdb$Title, fixed = T)
pdbs$Title <- gsub(pattern = '"', replacement = "", x = pdb$Title, fixed = T)

pdbs$Title <- tolower (pdb$Title)

o FRBGHTFRTEARIE . X R, FESefiH spacyr GLAENT i PE, FRARHE AP A
FIFLIU AR o 2% 18 R H SemNetCleaner [ pR%L singularize() , Ul models / modeling
i JE >~ model, methods i£J5 4 method 254,

# HEM{EHE singularize H T EH fcase
vec_singularize <- function(word, ...){

unlist(lapply(word, SemNetCleaner::singularize, ...))
}

vec_singularize(word = c("methods", "models", "data"))
#> [1] "method" "model" '"data"

library(spacyr)

# OpenMP
Sys.setenv(KMP_DUPLICATE_LIB_OK = TRUE)
# AR T B AR A

spacy_initialize(model = "en_core_web_sm", entity

F)

# ER AT A E

title_desc <- pdbsTitle

names (title_desc) <- pdb$Package
# M XAFTE— RS 1 2%

title_token <- spacy_parse(x = title_desc, entity = F)
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# A data.table IEHIEIR I A E
library(data.table)
title_token <- as.data.table(title_token)
# L RHTE —FEA Lemma
title_tokenSlemma2 <- title_tokenS$lemma
¢ HEH AR LA
title_token$lemma2 <- fcase(
title_token$pos %in% c("VERB", "AUX"), title_token$lemma,
title_tokenSpos %in% c("NOUN", "PROPN", "PRON"), vec_singularize(title_token$token),
Ititle_token$pos %in% c("VERB", "AUX'", "NOUN", "PROPN", "PRON"), title_tokensStoken
)
# TR E
pdb <- aggregate(title_token, lemma2 ~ doc_id, paste, collapse = " ")
colnames(pdb) <- c("Package", "Title")
# HEYELE
rm(title_token, title_desc)

# Token L J5 #1F

# 4 1A

SnowballC: :wordStem(words = c("methods", "models", '"data"))

# pdbs$Title_stem <- SnowballC::wordStem(pdb$Title)
tokenizers::tokenize_word_stems(x = c("methods", "models", "data"))
# ¥ A SnowballC &, HH T

quanteda: :tokens_wordstem(tokens(x = c("methods models data")))

R WARESCAR R 3

data.frame(title_len = nchar(pdb$Title)) |>
ggplot() +
geom_histogram(aes(x = title_len), bins = 30) +
theme_bw() +
labs(x = "FARE, v = "R AHE
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3000 -
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10001
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0 50 100 150 200 250
FHKE

F 20.1: R AARESCAR K E 2

ROk, AR AR S SO A TR AT PAGE ] R n 2 — R

pdb_doc <- corpus(pdb, docid_field = "Package", text_field = "Title")

20.2 CHEWRRE

RS AU A TERL R A A TR SRR R R AL, R kwic ) (BB 2 keywords-in-
context {5 ) HRMUX . BMABIT, H— BT EiEE P& Stan B2 H BAFHHILE, &
fRiAnE 3 M. B APIT IR text mining BIAH, SRATENTAEE, & EIFR
ARG 2 AN,

pdb_toks <- pdb_doc |>
tokens (remove_punct = TRUE, remove_symbols = TRUE) |>
tokens_remove(stopwords("en"))

# AR AR I

kwic(pdb_toks, pattern = "Stan", valuetype = "fixed", window = 3)

#> Keyword-in-context with 38 matches.
#> [bayesdfa, 6] factor analysis dfa | stan |
#> [bayesforecast, 5] time series model | stan |

#> [BayesGmed, 6] mediation analysis use | stan |
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#> [bayesvl, 9] network perform mcmc | stan |
#> [blmeco, 13] use r bug | stan |
#> [bmscstan, 7] case model use | stan |
#> [bnns, 4] bayesian neural network | stan |
#> [breathteststan, 1] | stan |
#> [brms, 5] regression model use | stan |
#> [CARME, 4] car mm modelling | stan |
#> [edstan, 1] | stan |
#> [flocker, 4] flexible occupancy estimation | stan |
#> [gptoolsStan, 5] process graph lattice | stan |
#> [greencrab.toolkit, 2] run | stan |
#> [hbamr, 7] mckelvey scaling via | stan |
#> [hbsaems, 8] estimation model use | stan |
#> [hsstan, 3] hierarchical shrinkage | stan |
#> [measr, 5] psychometric measurement use | stan |
#> [MetaStan, 5] meta analysis via | stan |
#> [mlts, 7] series model r | stan |
#> [pcFactorStan, 1] | stan |
#> [prome, 6] outcome data analysis | stan |
#> [rstan, 3] r interface | stan |
#> [rstanarm, 6] regression model via | stan |
#> [rstanemax, 4] emax model analysis | stan |
#> [rstantools, 6] r package interface | stan |
#> [RStanTVA, 3] tva model | stan |
#> [ssMousetrack, 9] track experiment via | stan |
#> [standbart, 5] additive regression tree | stan |
#> [StanHeaders, 4] c header file | stan |
#> [staninside, 3] facilitate use | stan |
#> [StanMoMo, 4] bayesian mortality modelling | stan |
#> [survstan, 6] regression model via | stan |
#> [tdemStan, 3] automate creation | stan |
#> [tmbstan, 7] model object use | stan |
#> [trps, 6] position model use | stan |
#> [truncnormbayes, 7] normal distribution use | stan |
#> [ubms, 7] unmarked animal use | stan |
#>

#>

#>

#>
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/s #> base fit gastric
model item response
#> model +interpret green

#> model biomarker selection

#> model pair comparison

#> wuse r stantva
#> sample parametric extension

#> within package

#> code tdcms

#>

# T EE ENITER

kwic(pdb_toks, pattern = phrase("text mining"), valuetype = "regex", window = 2)

#> Keyword-in-context with 19 matches.
#> [MadanText, 2:3] persian | text mining |

#> [MadanTextNetwork, 2:3] persian | text mining |



20.2

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

X4 &

[malaytextr,
[miRetrieve,
[pubmed.mineR,
[PubMedMining,
[RecmdrPlugin.temis,
[text2vec,

[textmineR,
[TextMiningGUT,
[tidytext,

[tm,
[tm.plugin.alceste,
[tm.plugin.dc,
[tm.plugin.europresse,
[tm.plugin. factiva,
[tm.plugin.lexisnexis,
[tm.plugin.mail,

[tmcn,

tool frequency
tool co

bahasa malaysia
abstract

pubmed abstract
pubmed repository
solution
framework r

topic modeling
gui interface

use dplyr

package

framework
distribute corpus
framework
framework
framework

e mail

toolkit chinese

H R O O O R 0 R RE RENN®W R RN R

:2]
:3]
:2]
:2]
:4]
:3]
:3]
:2]
:2]
:2]
:9]
:2]
:7]
1 7]
0 7]
:2]
:2]

mirna

graphical integrate
modern

function

use tm

use tm
use tm

use tm

text
text
text
text
text
text
text
text
text
text
text
text
text
text
text
text
text

mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining
mining

mining

275



1 276 20 % AL
20.3 w@piEl. W
s
[ ORI E AR B TR B, X S A, X R L E R
\11’brary(quanteda.textplots)
wordl <- pdb_toks |>
@ dfm() |>
dfm_trim(min_termfreq = 100, termfreq_type = "count", verbose = FALSE)
# B
colSums (wordl) |[>
sort(decreasing = T) |>
head (50)
#> data model analysis r use
#> 3730 2756 2306 1407 1235
#> function regression base tool estimation
#> 979 946 919 853 839
#> test method time bayesian distribution
#> 745 744 741 688 585
#> interface api network package linear
#> 548 539 527 503 496
#> plot algorithm series inference multivariate
#> 459 442 417 411 402
#> statistical design multiple variable effect
#> 387 381 363 360 350
#> estimate spatial file cluster selection
#> 344 341 341 341 338
#> create statistic shiny sample dataset
#> 335 326 320 317 305
#> modeling process random set via
#> 287 286 275 273 270
#> simulation visualization high robust value
#> 267 266 262 260 257

RFEIE—T TS TR P07, A3 ABRITIARSIHER , A data, analysis, model
il regression SKSE R TR HY R VA TSRO A AESOARSMBFATEL, 1) 5 LA LI
PRI SR B B RIS TR/ 100 93],

# T &
set.seed(20252025)

textplot_wordcloud(wordl, min_size = 0.9, max_size = 5)
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PR textstat_collocations () R PASZHE A -5 1r] 2 Y RIREE , RIS RBREEAR R 2 AR

Lo
library(quanteda.textstats)
# 2MA RO B s0 %
word2 <- pdb_toks |>
tokens_select(
pattern = "A[aA-zZ]", valuetype = "regex",
case_insensitive = FALSE, padding = TRUE

) 1>

textstat_collocations(min_count = 50, size = 2, tolower = FALSE)

word2 |>

subset(select = c("collocation", "count", "lambda", "z")) |>

(\(x) x[order(x$count, decreasing = T), 1)()



2
28
17
1

18
16
26
8

3

24
4

30
5

10
6

22
.

45
33
43
27
9

44
47
19
23
14
39
11
37
50
12
15
40
13
21
32
36
49

collocation count

time series

data analysis
regression model
high dimensional
linear model

data set

meta analysis

r interface

sample size

r package

variable selection
mixed model
clinical trial
confidence 1interval
single cell

least square
machine learning
analysis use
linear regression
data frame

shiny app

change point

model base

model use

linear mixed
principal component
maximum Llikelihood
effect model
structural equation
mixture model

data use

shiny application
mixed effect
neural network
random forest
generalize linear
r markdown
component analysis

monte carlo

390
249
188
173
169
133
125
122
111
98
97
96
89
89
87
80
79
79
75
75
74
73
72
70
69
69
67
67
66
66
66
65
65
65
64
64
64

w 0 M O N MO R N NN N OO MM BFEF H N O O W FH O O SN SN N W OO w NSNS DD WO NN B

64
63 17

lambda
.410134
.917748
. 766641
.256046
.017284
.047101
.912157
.243407
.215395
.396362
.472292
.298482
.381455
.983490
.547635
.510684
.948648
.648730
.051243
.317928
.132907
.203440
.823293
.512122
. 762209
.611448
. 764512
.519713
.194933
.906924
.027935
.124465
.951229
.937305
.038883
.578363
.654212
.960064
.035933

40.
26.
31.
42.
31.
31.
27.
35.
38.
28.
38.
24.
37.
34.
36.
29.
36.
13.
23.
15.
27.
34.
14.
12.
30.
28.
32.
17.
34.
19.

33.
31.
17.
32.
29.
23.
21.

z
956545
874453
206371
834939
147086
276544
921690
516868
686341
688433
393389
518502
078679
316566
808078
199526
540038
813474
510536
432733
241296
899773
534360
015240
695603
988080
123544
778816
159026
287433

.018226

816839
357782
770993
700797
573412
591816
671622

.501237

% 20 &

RS 2T
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#> 48 goodness fit 59 12.225399 8.571668
#> 25 read write 58 7.882096 27.925273
#> 38 markov model 56 3.340163 18.865384
#> 42 functional data 55 2.577275 15.733731
#> 20 gaussian process 54 5.558851 30.695369
#> 31 quantile regression 54 4.369405 24.381027
#> 29 density estimation 52 4.516663 25.231081
#> 35 logistic regression 51 5.009119 23.375485
#> 41 survival analysis 51 2.605927 16.294877
#> 46 survival data 51 2.093798 13.141149
#> 34 utility function 50 4.031428 23.406819

TG R A 3 AR

#3 ME O RAOHEA 20 K
word3 <- pdb_toks |>
tokens_select(
pattern = "A[aA-zZ]", valuetype = "regex",
case_insensitive = FALSE, padding = TRUE
ME
textstat_collocations(min_count = 20, size = 3, tolower = FALSE)
word3 |>
subset(select = c("collocation", "count", "lambda", "z")) |>

(\(x) x[order(x$count, decreasing = T), 1)()

#> collocation count lambda z
#> 1 mixed effect model 52 2.74933933 .26421311
#> 16 linear mixed model 51 0.29724376 .79122768
#> 15 time series analysis 44 1.22245001 .82987380

5
0
0
#> 29 principal component analysis 43 -1.14777702 -1.43212297
1
1
1

#> 8 generalized linear model 41 0.86637873 .61224892
#> 13 high dimensional data 40 1.11204011 .20333574
#> 14 change point detection 38 1.80608692 .14096970
#> 30 generalize linear model 38 -0.83256107 -2.43034663
#> 4 small area estimation 37 3.80872471 2.19968436
#> 6 item response theory 37 3.56746831 1.74474274
#> 27 time series data 35 -0.64298804 -0.72305884
#> 23 goodness fit test 34 0.05365225 0.02171631
#> 21 maximum likelihood estimation 32 0.51772646 0.35048085
#> 12 structural equation model 31 0.92777932 1.24716444
#> 18 sample size calculation 31 0.72939612 0.43875914



\ \4 280 % 20 F. AFIEHSH
0T

#> 3 model base clustering 26 4.66999216 3.16260592

#> 19 via windsor.ai api 26 0.91318357 0.41485214
7S > 26 partial least square 26 -0.61192195 -0.29897908
/ #> 5 graphical user 1interface 25 4.09997307 1.98995699
\\#> 7 network meta analysis 25 2.49751077 1.68333680
(:::) #> 24 time series forecast 25 -0.07179827 -0.03534369
#> 11 structural equation modeling 24 2.57880356 1.27148555

#> 9 hide markov model 23 2.36565975 1.37903147

#> 20 kernel density estimation 23 0.31263525 0.39090311

#> 10 power sample size 22 2.64371045 1.30480977

#> 17 time series model 22 1.03679417 0.69749215

#> 28 genome wide association 22 -2.05849808 -1.17948789

#> 25 generalize additive model 21 -0.08469047 -0.16409359

#> 2 large language model 20 7.38549608 3.58810691

#> 22 amazon web service 20 0.30375485 0.14705747

#> 31 linear regression model 20 -1.64473425 -4.90001486

HA AW ANA4 via windsor.ad api £l amazon web service E—FH A HEEE, HELBEXWNAE R
fi—#&% R W53,

20.5 FFAEILBLI4E

TESCRY Token fb2 )5, BREL dfm() MIEESCRYRHAE (17]) #EFE, BREL topfeatures () HEHRSCARY-TAHH
B (3] o
# XY 1R HE
pdb_dfm <- pdb_toks |>
dfm()
# X EARE
topfeatures(pdb_dfm)

#> data model analysis r use function regression
#> 3730 2756 2306 1407 1235 979 946
#> base tool estimation
#> 919 853 839

TESCHRY Token AbZ )5, BRAL fem() MUZRHE (7)) SLBUAEME, SGevbialin, PRikmi 30 4> misiiin .

# AR SL I %
pdb_fcm <- pdb_toks |>

fecm(context = "window", window = 5)
# T UL
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data analysis
regression mode
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r interface
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shiny app -
change’point -

model base -

e model use -
principal component -
.~ linear mixed -
maximum likelihood -
effect model -
structural equation -
mixture model -
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shiny application -
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time series model -

power sample size -
genome wide association -
generalize additive model -
linear regression model -
large language model -
amazon web service -

o=
[==Y
o
N
o
w
o
N
o
al
o



\ \4 282 # 20 F. KRFIEHSW

pdb_feat <- colSums(pdb_fcm) |>
sort(decreasing = TRUE) |>
77>  head(30) |>

/ names ()
\ T DA 2% Pl Oy 2R s 1) S R 2 (B IR EE , RHR B , 1R 45 3R] 2 R B

fcm_select(pdb_fcm, pattern = pdb_feat) |>
textplot_network(min_freq = 0.5)

tree

mghing

/maoa e‘lihg\ .
interval

response
distribu

\
A\

generalize

[l 20.4: FFAEIE LI 2%

20.6 WBOCHSEE

TF-IDF a4l 530 SCRY5i % (term frequency-inverse document frequency weighting)

x = dfm_tfidf(pdb_dfm, base = 2, scheme_tf = "prop")

head(x[, 5:10])

#> Document-feature matrix of: 6 documents, 6 features (83.33% sparse) and 0 docvars.
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#> features

#> docs artless automatic multivariate matching observational study
#> AalenJohansen 0 0 0 0 0 0

#> aamatch 2.409702 1.35011 0.9696616 1.417336 1.473917 1.115005
#> AATtools (0] 0 (0] 0 0 0

#> ABACUS 0 0 0 0 0 0

#> abasequence 0 0 0 0 0 0

#> abbreviate 0 0 0 0 0 0

B ANRIE Y SCRY AR

docfreq(pdb_dfm) [5:15]

#> artless automatic multivariate matching observational

#> 1 82 399 62 49

#> study reliability scoring routine approach

#> 218 41 22 43 120

#> avoidance

#> 1

FREAR AR AL

head (dfm_weight(pdb_dfm, scheme = "count")[, 5:10])

#> Document-feature matrix of: 6 documents, 6 features (83.33% sparse) and 0 docvars.

#> features

#> docs artless automatic multivariate matching observational study
#> AalenJohansen 0 0 0 0 0 0
#> aamatch 1 1 1 1 1 1
#> AATtools 0 0 (0] 0 0 0
#> ABACUS (0] 0 0 (0] 0 0
#> abasequence 0 0 0 0 0 0
#> abbreviate 0 0 0 0 0 0

20.7 {HAEE SO Br

SCRYFFAERE PR I SVD AR S 4ERrE (15K) MR AR4E (10), FRAGSCR T80 -5 SRR AEAE 4 7
MERRAE, SVD M @RETE T A4 RROMES , BRGS0 (FHMEEIESRAE R .
PRTHE, ROBIEE

pdb_dfm_core <- dfm_trim(pdb_dfm, min_termfreq = 100, termfreq_type = "count")

# CRAFEAE S svD 2

tmod <- textmodel_lsa(pdb_dfm_core[1:2000,], nd = 10)



I

m‘ z head (tmods$docs)
>
#>
/
\\#> AalenJohansen -0.
#> aamatch -0.
@ #> AATtools -0
#> ABACUS -0.
#> abasequence -0.
#> abbreviate 0.
#>
#> AalenJohansen 0.
#> aamatch -0.
#> AATtools 0.
#> ABACUS 0
#> abasequence -0.
#> abbreviate 0.
#>
#> AalenJohansen -0
#> aamatch -0.
#> AATtools -0.
#> ABACUS -0.
#> abasequence 0.
#> abbreviate 0.

284

# 10 4 B ARAE

# KT H B RN

[,1]
0032241844
0016668871

.0005909884

0024507910
0234527009
0000000000

[,5]
0022601292
0013131362
0004311038

.0040831942

0039105882
0000000000
[,9]

.0213592856

0046593155
0001883452
0143708312
0004201955
0000000000

[,2]

.0034427122
.0001994336
.0003214012
.0009244992
.0406546808
.0000000000

[,6]

.045532e-03
.872377e-03
.435035e-06
.645468e-03
.355800e-03
.000000e+00

[,10]

.0544385396
.0099661478
.0005746988
.0135888747
.0036880802
.0000000000

pred <- predict(tmod, newdata
¢ B WA R

pred$docs_newspace[, 1:2]

®© N B 00 = B

[,3]

.173770e-03
.901995e-03
.347647e-05
.526391e-03
.051835e-02
.000000e+00

[,7]

.001946985
.001403527
.000511839
.004626168
.003129303
.000000000

= pdb_dfm_core[2001:2010, ])

of class "dgeMatrix"

#> 10 x 2 Matrix

#>

#> docs [,1]
#> BSGW -0.059292835
#> bshazard -0.002673471
#> bSH -0.001556967
#> bsicons -0.001247856
#> bSims -0.002837332
#> bsitar -0.042127715
#> bskyr 0.000000000
#> BSL -0.025798774

[,2]

.0519053918
.0012577308
.0001918223
.0010822795
.0005650347
.0125912510
.0000000000
.0244089229

% 20 &

[,4]

.0048326840
.0003041840
.0004353074
.0038587327
.0177373890
.0000000000

[,8]

.008157300
.001269297
.002978224
.004909116
.005084495
.000000000

RS 2T
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#> bslib -0.001122917 -0.0009895321
#> BsMD -0.019458772 0.0221412423

20.8 JCATEHRE

text2vec G HELEE LDA (Latent Dirichlet Allocation) By A4S 3=z,

library(text2vec)

# A& Tokens

pdb_tokens <- word_tokenizer (pdbsTitle)

pdb_itokens <- itoken(pdb_tokens, ids = pdb$Package, progressbhar =

# K7L

FALSE)

pdb_v <- create_vocabulary(pdb_itokens, stopwords = stopwords("en"))

# WMA/NT 10 B
# XA HBIA KT 0.2

pdb_v <- prune_vocabulary(pdb_v, term_count_min = 10, doc_proportion_max

pdb_v

#> Number of docs: 22509
#> 175 stopwords: i, me, my, myself, we, our ...
#> ngram_min = 1; ngram_max = 1

#> Vocabulary:

#> term term_count doc_count
#> <char> <int> <int>
#> 1: 2019 10 7
#> 2: 4 10 10
#> 3: account 10 10
#> 4: active 10 10
#> 5: allow 10 10
#> -

#> 1671: use 1235 1235
#> 1672: r 1408 1388
#> 1673: analysis 2306 2288
#> 1674: model 2756 2687
#> 1675: data 3730 3634

vectorizer <- vocab_vectorizer(pdb_v)

pdb_dtm <- create_dtm(pdb_itokens, vectorizer, type = "dgTMatrix")

lda_model <- LDASnew(n_topics = 10, doc_topic_prior = 0.1, topic_word_prior

doc_topic_distr <- lda_models$fit_transform(

x = pdb_dtm, n_titer = 1000,

285
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I

3K

©

N

286

)

convergence_tol =

0.001, n_check_convergence = 25,

m‘E progressbar = FALSE

barplot(doc_topic_distr[1, ],

)

xlab = "topic", ylab = "proportion", ylim = c(0, 1),

names.

o _
—
0 _|
o

c © |

o o

=

o)

o

° < |

e o
N
o
o _|
o

arg = 1l:ncol(doc_topic_distr)

% 20 F. AFIEHSH

1 2 3 4 5 6 7

topic

el 20.5: SCR A

A LI Top 1 10 A

lda_model$get_top_words(n = 10, topic_number = 1L:10L, lambda =

#>
#>
#>
#>
#>
#>
#>
#>

[1,]
[2,]
[3,]
[4,]
[5,]
[6,]
[7,]

[,1]
"time"
"model"
"series"
"analysis"
"learning"
"machine"

"base'l

[,2] [,3] [,4]

"data" "model" "regression"
"plot" "linear" "model"
"tool" "bayesian" "variable"
"ggplot2" "data" "selection"
"use" "distribution" "algorithm"
"analysis" "mixed" "linear"
"visualization" "mixture" "estimation"

1)

[,5]

lldatall
"analysis"
"Use"
"association"
"calculate"
"population"

"estimate"
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#> [8,] "response" "function" "regression" "use" "quality"

#> [9,] "function" "map" "analysis" "method" "control"

#> [10,] "learn" "set" "generalize" "base" "base"

#> [,6] [,7] [,8] [,9] [,10]

#> [1,] "data" ! "test" "estimation" !

#> [2,] "analysis" "data" "sample" "model" "function"

#> [3,] "design" "api" "analysis" "data" "shiny"

#> [4,] "tool" "interface" "base" "regression" "package"

#> [5,] "trial" "access" "two" "distribution" "use"

#> [6,] "network" "file" "size" "high" "application"
#> [7,] "cell" "package" "measure" "dimensional" '"create"

#> [8,] "single" "database" '"correlation" "analysis" "file"

#> [9,] "clinical" "client" "power" "test" "table"

#> [10,] "statistical" "wrapper" "value" "robust" "data"

TODO: %2 LK ULHC A7 perplexity B PRIURAEA FREL (L. Zhang, Li, il Zhang 2023)

20.9  SCACHIDLYE

TEHIEM App W, IHRSCRZ RARIMA R AT, AR A A A BB, AR
A SCAA IR R I 2

text2vec fSLHL T GloVe BAL — —Ffii] [a] i R 1) T B ) k. BB b AR A LB I, BT
VENZREIE , SR B & Tl ) 25 R Rk 4540 . GloVe FERE TR 52 [ LBl T setE, 15
TR RS 2E R T AR B 22 5 T RS T SRS, A O SRR, TSR
L
%% quanteda HLE WX text2vec f1GloVe FIHRGNZE .
# FEAL 1
feats <- dfm(pdb_toks, verbose = FALSE) |>
dfm_trim(min_termfreq = 5) |>
featnames ()
# Token A&LFE
pdb_toks <- tokens_select(pdb_toks, feats, padding
# AL L AR
pdb_fcm <- fcm(pdb_toks, context = "window", count = "weighted", weights = 1 / (1:5), tri

TRUE)

GloVe &7

library(text2vec)
# Glove #Al 50 % HELRS

glove <- GlobalVectors$new(rank = 50, x_max = 10)

TRUE)


https://quanteda.io/articles/pkgdown/replication/text2vec.html
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# LIS
wv_main <- gloves$fit_transform(

pdb_fcm,

s

4

\ convergence_tol = 0.01,
n_threads = 8,
(:::) progressbar = FALSE

dim(wv_main)

n_iter = 10,

#> [1] 2747 50

wv_context <- gloveS$components

dim(wv_context)
#> [1] 50 2747

word_vectors <- wv_main + t(wv_context)
THA PR R
cpp <- word_vectors["rcpp", , drop = FALSE] -

word_vectors(["stan", , drop = FALSE] +

word_vectors["python", , drop = FALSE]

# XA R EZANE - DNBE
library(quanteda.textstats)
cos_sim <- textstat_simil(
x = as.dfm(word_vectors), y = as.dfm(cpp),
margin = "documents", method = "cosine")
# 4 B By A XK 1A

head(sort(cos_sim[, 1], decreasing = TRUE), 5)

#> rcpp python u external integration

#> 0.7316774 0.6488555 0.5298790 0.4734473 0.4686792

20.10 >3

1. text2vec 1IN B 1 HL S EHREE movie_review H1 sentiment (F7R 1IF [ 8 710 FEHY) FUAE R
AR R, AT AR, W P —BOTIRr2E. (B imRAE, SRA glmnet {32
BEEE S B
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2. HRHRIESS WL R AORFIC, HA IR 2 AR, ARG 5 R, HER R ARIE R
R4, (B3 A R GITRERMIE T2 MES I, 186 xgboost 1)



O M =

B A—w BHFEEdR b

MR ARR AR, L AN R RARE Sy, R KB AR 2558 AR
o F b, WA B Jo LR R A N AR ORI T BRIz a ik ] 51 8
IR, AR 0 A A5 2 0 — O BEAT TN 2 22 O SRR i o TN B A 55— BORL R 1) O R
XA TEBRATEN, BRI E IR R ENE, JFEEEER. TR kEsREE
WA EORRPRAR, TS A B Al 2 0 A SR AN R A2 I A5

library(quantmod) # HREBAE
library(ggplot2) # TN
library(ggfortify) # #AET-
library (lmtest) # BLANEESR
library(dygraphs) # X H IR

ARE LML IR Bkl iRk, FRrES . RHRFS 0 SRS R .

21.1 BRI

Joshua M. Ulrich J %441 quantmod £ 7] DA R [E N /M EE T W5t . A7 2 BEPASE IRy
A, EFIH 2018-09-20 FEAWH T, MEEMAM 3690.HK. ¥5EH quantmod £ (Ryan F
Ulrich 2022) FREGER] Eii 2 2023-11-24 R KGN EE, 18 Open JALf. High . Low fx
{&Hr. Close T #r. Adjusted JHEEHFI Volume i AE &%

library(quantmod)
# E A RENRD 3690
meituan <- getSymbols("3690.HK", auto.assign = FALSE, src = "yahoo")

FR BRI, BRI R, &l xts Fl zoo PIFHEIMAE GMIAL, xts REZHUKH zoo K
AU

class(meituan)
[l] lets" "ZOO"
str(meituan)

An xts object on 2018-09-20 / 2023-11-24 containing:

290


https://github.com/joshuaulrich/quantmod

21.1 FEIFIX 291

Data: double [1275, 6]
Columns: 3690.HK.Open, 3690.HK.High, 3690.HK.Low, 3690.HK.Close, 3690.HK.Volume ... with 1 more co'lur
Index: Date [1275] (TZ: "UTC")
xts Attributes:
$ src : chr "yahoo"

$ updated: POSIXct[1:1], format: "2023-11-27 06:31:12"

O M =

AL meituan 24> xts KAIHTEFHNERRTS, BHEGEREZ 2018-09-20 % 2023-11-24, {317 4
AT, ARl

o Data #B453527R°4 906 17 6 51 AU BEE SR EL(E

o Columns 4B n444 , KIE 3690.HK.Open. 3690.HK.High. 3690.HK.Low fI 3690.HK.Close
&, MPNBARZ N, BRI .

o Index FR/FFREGIH, A 2m [P EIRNA TR Lo s R 5 A 2™ 4 1 98 5 I
7, Rl HIEFRRE, HBTEMEIXE “UTC”,

o xts FRA BRI L@ o), UORIBURAERRIE, famt R ER B . Bl
PR MFESE T 2 N30, T a2 2023-11-27 14:31:12,

5 ) R B e BERBA R £, ol Base R 32{1L[) Date F1 POSIX %5, §°J@fl timeDate
Il chron A H CHY— BRI KA FE)T: . xts AL AP a7 SR F 8 TR —, xts &
eXtensible Time Series (45 . N T#F—25 THEAY, NHZNGIT, HHZ R GRRE xts () 13
B[R] A X 42

xts(x = NULL,
order.by = index(x),
frequency = NULL,
unique = TRUE,
tzone = Sys.getenv("TZ"),
o)

o SR x FOREER.

o ZR order.by FIRRT|HHE.
o B4} frequency FIRIIH,

o ¥ unique FIRME—,

o ¥ tzone FIRHTIX,

library(zoo)

library(xts)

# OB KR %

x <= matrix(l:4, ncol = 2, nrow = 2)

# HHET

jdx <- as.Date(c("2018-01-01", "2019-12-12"))

# xts = matrix + index


https://github.com/joshuaulrich/xts
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xts(x, order.by = didx)

(,1]1 [,2]
2018-01-01 1 3
2019-12-12 2 4

21.2 iR #E

21.2.1 zoo

zoo fIEfit S3 JERIMK AL autoplot.zoo() L[ TH ML zoo RAIMEHE, BEHEZ—1 zoo KAIMEL
PSR, Rl —A ggplot2 Flaxige, SRJE M AT AN E & W2 s, 2R WA B SR 2
autoplot.zoo() o

# xts @FELEME, TN Index 17 H HIRA W ELMEAEA

library(ggplot2)

autoplot(meituan[, "3690.HK.Adjusted"]) +

theme_classic() +

labs(x = "HH#", y = "KH™

400 A

300 1

A&

200 1

100 1

2020 2022 2024

B A
Bl 21.1: SERITERHE BT ASRAYBLAN AE 5

zoo fUIAFRHE S — PMYUBLREL fortify () $F zoo RN LA N data. frame , XH A TEMIA] ge-
plot2 R E/REHE. S5k melt = TRUE BWRE BB FAHRE, FEIRMmiE N E KA. S48 names
= c(Index = "Date") F/n¥t Index #E 4L~ date %1,



O il =

21.2 ¥IEIFE

meituan_df <- fortify(

meituan[, c("3690.HK.Adjusted", "3690.HK.High")],

melt = TRUE, names = c(Index = "Date")

)

293

B 4E medituan_df H[Y Series #12 K THAY, BHAREZ 3690 .HK.Adjusted . 3690.HK.High JE%& A

. st M5 H I TE pate $REUFE( T BL year Ml—4FHERJLRAYTBL day_of_year,

meituan_df <- within(meituan_df, {
# HE Series MIFRE
Series <- factor(Series, labels = c("HEMN", "F&FZN"))
# H¥F & pate REFhH
year <- format(Date, "%Y")
# B FE pate —FHHFILK

day_of_year <- as.integer(format(Date, "%j"))

i)

W ggplot2 W21 . /- HEHE)FSE, PA day_of _year Sy, U value NP\, #2 year 4
H, % Serdies 43T -

ggplot(data

= meituan_df, aes(x = day_of_year, y = Value)) +

geom_Lline(aes(color = year)) +

facet_wrap(~Series, ncol = 1) +

theme_classic() +

"—ERWEILR", y = "REHRN", color = "FHM)

labs(x

BRERMN

-

18

WEMN

400 A

300 A

200 1

[Eny

o

o
1

pall]
o
S

400 4
300 1
200 -
100 1

=TT

0 100 200 300

—FHME/LR
Al 21.2: SEPER RO B4 E

2018
2019
2020
2021
2022
2023
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2019 SR h BB . 2020 AERAERRZA RN, KRR —BAER g 3, Rl , Flarsbslds, i
o WHELFINENSS . 2021 SFBUF A, BRI MRS ™, Y, ZIANBRIGE, ieskiiiad g
H r W, FAERRAN—BSEG. HEA 2022 4F, BEUAALE 200 B SEAEA .

\

21.2.2 xts

library(xts)
xts FPEft S3 Z A pREL plot.xts () LT THRATHAL xts AU H] 751 £t

plot(meituan[, "3690.HK.Adjusted"], main = " E & KN

UE ZEAIHRT 2018-09-20 / 2023-11-24
400 400
300 300
200 200
100 100

I T T T T T T T T T 1

Sep 20 Sep 02 Sep 01 Sep 01 Sep 01 Sep 04

2018 2019 2020 2021 2022 2023

Bl 21.3: SERITER#E_ BT AR AN AE 2

B DAMERE R — IR B 1, s AT SR

plot(meituan[, "3690.HK.Adjusted"],
subset = "2022-01-01/2022-12-31", main = " EH KMH"
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U EERIHZ AT 2022-01-03 / 2022-12-30
220 220
200 200
180 180
160 160
140 140
120 120

S S R s B I S B S E—

Jan 03 Mar 01 May 03 Jul 04 Sep 01 Nov 01 Dec 30
2022 2022 2022 2022 2022 2022 2022

K 21.4: ZEF 2021 AERY AR E

JCHATZRATET, BroAB A Sk

21.2.3 ggfortify

ggfortify (Tang, Horikoshi, i1 Li 2016) SZHpREHL AT ts. timeSerdies . stl ZEZFZRIU K}
HdE, ggplot2 IR RESAH L),

library(ggfortify)
autoplot(meituan[, "3690.HK.Adjusted"], ts.geom = "1line") +
scale_x_date(
date_breaks = "1 year",
date_minor_breaks = "6 months",
date_labels = "%b\n%Y"
) +

theme_classic()

Warning: “aes_string()  was deprecated in ggplot2 3.0.0.
i Please use tidy evaluation idioms with “aes()".
i See also ‘vignette("ggplot2-in-packages")" for more information.
i The deprecated feature was likely used in the ggfortify package.
Please report the issue at <https://github.com/sinhrks/ggfortify/issues>.
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I\
Ot
‘/_ti 400 1
R
\\ 300 1
©
200
100 4

Jan Jan Jan Jan Jan Jan
2019 2020 2021 2022 2023 2024

Bl 21.5: SERTBANE #

21.2.4 dygraphs

dygraphs %[22l AL B AR F A BT, EEE T P4 T dygraphs , BEZ UL https:
//dygraphs.com/. NEVASRBIBH B, SIS o 0t . ARARBIAA AR . ZIBERRAE . Wk, FHHn
Y A
library(dygraphs)
# U8
dyUnzoom <- function(dygraph) {
dyPlugin(
dygraph = dygraph,
name = "Unzoom",

path = system.file("plugins/unzoom.js", package = "dygraphs")

# FH
getYearMonth <-
function(d) {
var monthNames = ["01", "@2", "@3", "@4", "O5", "ee","07", "08", "e9", "10", "11", "12"];
date = new Date(d);
return date.getFullYear() + "-" + monthNames[date.getMonth()];
3


https://github.com/rstudio/dygraphs
https://github.com/danvk/dygraphs
https://dygraphs.com/
https://dygraphs.com/
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# 2L

dygraph(meituan[, "3690.HK.Adjusted"], main = "ZE R KU E H") | >
dyRangeSelector (dateWindow = c("2023-01-01", "2023-11-24")) |>
dyAxis(name = "x", axisLabelFormatter = getYearMonth) |>
dyAxis("y", valueRange = c(0, 500), label = " @& KN [ >
dyEvent ("2020-01-23", "®& N #FHI", labelloc = "bottom") |>
dyShading(from = "2020-01-23", to = "2020-04-08", color = "#FFEGE6") |>
dyAnnotation("2020-01-23", text = " NFHI", tooltip = "R N H MW", width = 60) |>
dyAnnotation("2020-04-08", text = "R INAH", tooltip = "HINMEH", width = 60) |>
dyHighlight(highlightSeriesOpts = list(strokewWidth = 2)) |>
dySeries(label = "HEKMN™) |>
dyLegend(show = "follow", hideOnMouseOut = FALSE) |>
dyOptions(fillGraph = TRUE, drawGrid = FALSE, gridLineColor = "lightblue") |>
dyUnzoom()

|
|
|
1
400 }
|
i
300 !
|
g |
2 200 \
I
i | =
| Mar, 19, 2020: {B%EEaH: 72.4
100 !
=l
4
A
0 2019-01 2020-01 2021-01 2022-01 2023-01

Kl 21.6: SEPI B AL 75

FEBGARER YTD £, £ SHB e Ol EREdE, Rnsd Kg 2023-07-15, NER 2023-
01-01 & 2023-07-15 M EIE. FEFEEL dyRangeSelector () Hi%ENTE % 154k datewindow, SCHL
B Y L A i
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% 21.3 “FRaPEis
s
T
\21.3.1  FHIH

autoplot(acf(AirPassengers, plot = FALSE)) +

theme_classic()
1.00 A
0.754

0.50 4

ACF

0.25 -

0.00 1

Lag
Kl 21.7: FeE AR A A KA

21.3.2  fwEAICH

autoplot(pacf(AirPassengers, plot = FALSE)) +

theme_classic()
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21.3.3

ACF

# )T 7

AirPassengers

1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960

1.01

0.5

0.0 1

-0.51

Jan Feb Mar

112
115
145
171
196
204
242
284
315
340
360
417

118
126
150
180
196
188
233
277
301
318
342
391

# FER 1 H

lag(AirPassengers, k = 1)

132
141
178
193
236
235
267
317
356
362
406
419

299

0.0

HERT T

Apr
129
135
163
181
235
227
269
313
348
348
396
461

May
121
125
172
183
229
234
270
318
355
363
420
472

Jun
135
149
178
218
243
264
315
374
422
435
472
535

0.5 1.0 15
Lag

Bl 21.8: e Lo H AH AT

Jul
148
170
199
230
264
302
364
413
465
491
548
622

Aug Sep Oct Nov Dec
148 136 119 104 118
170 158 133 114 140
199 184 162 146 166
242 209 191 172 194
272 237 211 180 201
293 259 229 203 229
347 312 274 237 278
405 355 306 271 306
467 404 347 305 336
505 404 359 310 337
559 463 407 362 405
606 508 461 390 432
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1948 112
1949 118 132 129 121 135 148 148 136 119 104 118 115
1950 126 141 135 125 149 170 170 158 133 114 140 145
\\1951 150 178 163 172 178 199 199 184 162 146 166 171
1952 180 193 181 183 218 230 242 209 191 172 194 196
(:::) 1953 196 236 235 229 243 264 272 237 211 180 201 204
1954 188 235 227 234 264 302 293 259 229 203 229 242
1955 233 267 269 270 315 364 347 312 274 237 278 284
1956 277 317 313 318 374 413 405 355 306 271 306 315
1957 301 356 348 355 422 465 467 404 347 305 336 340
1958 318 362 348 363 435 491 505 404 359 310 337 360
1959 342 406 396 420 472 548 559 463 407 362 405 417
1960 391 419 461 472 535 622 606 508 461 390 432

21.3.4 XY

B difFO) SEMEDT T, BASH lag = 1, differences = 1 FURIERIMACH 1 1B

# ER 11 BhES
diff(AirPassengers, lag = 1, differences = 1)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1949 6 14 -3 -8 14 13 0 -12 -17 -15 14
1950 -3 11 15 -6 -10 24 21 0 -12 -25 -19 26
1951 5 5 28 -15 9 6 21 0 -15 -22 -16 20
1952 5 9 13 -12 2 35 12 12 -33 -18 -19 22
1953 2 0] 40 -1 -6 14 21 8 -35 -26 -31 21
1954 3 -16 47 -8 7 30 38 -9 -34 -30 -26 26
1955 13 -9 34 2 1 45 49 -17 -35 -38 -37 41
1956 6 -7 40 -4 5 56 39 -8 -50 -49 -35 35
1957 9 -14 55 -8 7 67 43 2 -63 -57 -42 31
1958 4 =22 44 -14 15 72 56 14 -101 -45 -49 27
1959 23 -18 64 -10 24 52 76 11 -96 -56 -45 43
1960 12 -26 28 42 11 63 87 -16 -98 -47 -71 42



21.4  I§HCF R AR 301
21.3.5 ARG

21.3.6 R EARPUREEE

1969 4 Clive Granger £ & 2RI E:, R IEFH Imtest fH K%L grangertest() A AR

F1) A R 2 [ PR TR 7 Z2 A A A

21.4 RBCPHEET

21.4.1 IRECHE
TSR I RO D SR R AR A O — A E, A A R R R A I
ARG AT PSR {2}, BENEIEEE N {y: ), MEeA AR, W

(o)
yn(1) = wry, + W’z + -0 = ijxh+1_j
Jj=1

Horp, A 0 <w <1, BUEEHYNRIRET T P S8t 24 mir i i) sk 24 A i 2
ST 1, FriA

e} ) ”
;wj - 1—w
Mg § AR

J .
L —wwi T =1,2,...

1—w

VUPHRA D7 S b R T AR SR Y 1 38 g (1) A0°F

yn(1) = (1 — w)(zn + wwpoy + 0 op o+ ) = (1—w) > wa,
j=0

PAERERFEECTHE (exponential smoothing), fEFMIN I, AUE w KYREI T ZREEL S . &M Tk
AU ENE. . IR A P B .

21.4.2 %L filter()

PREL Filter () SEIL— IO [P LR IE, B X2 SO (] P2 RN 91 o S e A e, B R
S MRAEIEE TR A e, BeA AR . BRE fitter O SEILEIHEIEMIG RUL IS M PRI AE
Ly D N VA SN R R RS 2ol e T i DT R el e gk
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o EILPE (AHEE)

Yi =i + fryior + -+ fpYiop (21.1)
o BRILUE (F3h11)

Yi = f1$i+o + -+ fpxiJrof(pfl) (212)

Hp, p REBERBHE, o REBI, O FIRIICHIE offset Y FEE. FHEZA BRI G TR
HIBREL fitter O MMEH, WHIAJTH {z:} BN 1 2 10 B850, \oeH RIS, ARanT:
X <= 1:10
# HEH

filter(x, filter = c(2 /3, 1/ 6, 1 / 6), method = "recursive")

Time Series:

Start = 1

End = 10

Frequency = 1
[1] 1.000000 2.666667 4.944444 7.907407 11.540123 15.835391 20.798182
[8] 26.428041 32.724289 39.687230

SR x TR ARIEFS {2}, S8 method $57EFFIITITIL, method = "recursive" FIR(E/H

FET Y, S50 filter T HEIHPMRL, RE0 &K ER IR 211 Fig p, filter = c(2
/ 3,1/ 6,1/ 6) MMAHEANT:

Y1 =21
2

y2=x2+§y1

+2 " 1

=X _ —_

Ys 3 3212 6y1

+_2 +_1 +_1 sy

i = Li T JYi— = Yi— =Yi-3, 1Z

Y 3y 1 6y 2 69 3

Horp, PO {ys} FoReRBL fitter O WUEIHETR, t BIRIFREAMER B I IR ) i3 A4 . T
PR E AR AR, RO v & oy .

# yl
1

[1] 1

# y2
2 +2/3 x 1

[1] 2.666667
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# y3
3+ 2/3 % (2 +2/3 %x1) +1/6 %1

[1] 4.944444

# y4
4 + 2/3 x (3 +2/3 x (2 +2/3 x1) +1/6 x 1) + 1/6 *x(2 + 2/3 x 1) + 1/6 x 1

[1] 7.907407
BTk, HIERE T, AT
¢ BT

filter(x, filter = c(2 /3, 1/ 6, 1 / 6), method = "convolution", sides = 1)

Time Series:
Start = 1

End = 10
Frequency = 1

[1] NA NA 2.5 3.5 4.55.56.57.58.59.5
SR method = "convolution" FK/R{H . B8 sides (UE M THEFILNE, sides = 1 FIRAR

BRI T AL S0 4T RH B AR 204, 0B s P90 F80 E R AL, DU 3)
AT

yi AFALE
Y2 NFHAE
2 1
Ys = 33 + gL + i
2 1 1 .
Yi = 3% + gli—1 + gli-2 ? >3

A 212, ERTSE o h 0, Mt AER, B FIER T A 3 WEHE, Wt
p=3 . BEHITI {y:} T oy ye AEE, THEAGHE ys, 94

# y3
2/3 x 3+ 1/6 x 2 + 1/6 % 1

[1] 2.5

# y4
2/3 x4 + 1/6 x 3 + 1/6 *x 2

[1] 3.5
TTR R Z B3 AR e, L sMaQ) , Tt 3 MEERNEARTY.
library(TTR)

SMA(x, n = 3)
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[

1] NANA 2 3 4 5 6 7 8 9

21.4.3  FIIREBCR

K
=
HK

I ] SN S AN PR g, T DA o) B R P I B AU S AN T - ] A A

R
Utan = s +h X by + 8t pr14(h—1) mod p
ar = a(yr — 8t—p) + (1 — a)(ar—1 + br—1)
by = b1
St = St—p
Hepr, W p

air_passengers_exp <- HoltWinters(AirPassengers, gamma = FALSE, beta = FALSE)

air_passengers_exp

Holt-Winters exponential smoothing without trend and without seasonal component.

Call:
HoltWinters(x = AirPassengers, beta = FALSE, gamma = FALSE)

Smoothing parameters:
alpha: 0.9999339
beta : FALSE
gamma: FALSE

Coefficients:
[,1]
a 431.9972

TR p 2= 5 A1 SSE sum-of-squared-errors
air_passengers_exp$SSE
[1] 162510.6

# plot(air_passengers_exp)
autoplot(air_passengers_exp) +

theme_classic()

Warning: Removed 1 row containing missing values or values outside the scale range

(“geom_line() ).
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K

@ 400 A

305

200 1

1950 1955 1960

Bl 21.9: faj ELFE AT AR

[ P F 5 391

air_passengers_pred <- predict(air_passengers_exp, n.ahead = 10, prediction.interval = TRUE)

TN L S A X )

plot(air_passengers_exp, air_passengers_pred)
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300 400 500 600
I I I I

Observed / Fitted

200
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100
I
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Time

Bl 21.10: fi] FRLFEHET- T A 2 T

21.4.4 Holt $5%CFR

YINTE PG Z TS, WA Holt $58CHI B S AT (Holt 2004) .

Jegn =t +h X by + S4—pr14(h—1) mod p
ar = a(ys — si—p) + (1 — a)(ar—1 + bi—1)
by = Blas — a;—1) + (1 — B)by—1
St = Si—p
air_passengers_holt <- HoltWinters(AirPassengers, gamma = FALSE)

Warning in HoltWinters(AirPassengers, gamma = FALSE): optimization

difficulties: ERROR: ABNORMAL_TERMINATION_IN_LNSRCH

air_passengers_holt

Holt-Winters exponential smoothing with trend and without seasonal component.

Call:
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HoltWinters(x = AirPassengers, gamma = FALSE)
Smoothing parameters:
alpha: 1

beta : 0.003218516
gamma: FALSE

Coefficients:

[,1]
a 432.000000
b 4.597605

AL, a=1,53=0.0032

plot(air_passengers_holt)

Holt-Winters filtering
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& 21.11: holt F&¥-T-ig iz
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21.4.5 Holt-Winters 5%t
7~ WHEFIIFEES A SRS =7 B, AT PA Holt-Winters ~F-IFBIR KDL A AT . AL
Y P AT X &, Holt-Winters ~FEi# #4430 il Holt-Winters 3541 7] 3¢ Holt-Winters - .
%B\R PEHLRR S Holtwinters () 14 Holt-Winters “Fi A% (Holt 2004; Winters 1960).

@ [ Holt-Winters i 4 :

Utn = ar + 1 X by + St pr14(h—1) mod p
ay = oy — s1—p) + (1 — a)(@—1 + by—1)
be = Blay — ar—1) + (1 = B)br—1
st =7y — ar) + (L =)t

w3 Holt-Winters iR

Jern = (ar +h X by) X St—pt14(h—1) mod p
ar = a(ys/si—p) + (1 —a)(ar—1 + bi—1)
be = Blay — a—1) + (1 = B)by—1
st =Y(Ye/ar) + (1 = 7)se—p

H o, 8,7 S, p MAMKE, ar,be, s 735K EHRFEITEER) .

air_passengers_add <- HoltWinters(AirPassengers, seasonal = "additive")

air_passengers_add

Holt-Winters exponential smoothing with trend and additive seasonal component.

Call:

HoltWinters(x = AirPassengers, seasonal = "additive")

Smoothing parameters:
alpha: 0.2479595
beta : 0.03453373

gamma: 1

Coefficients:
[,1]
a 477.827781
b 3.127627
sl -27.457685
s2 -54.692464
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s3 -20.174608
s4 12.919120
s5 18.873607
s6 75.294426
s7 152.888368
s8 134.613464

O M =

s9 33.778349
s10 -18.379060
sll -87.772408
sl2 -45.827781

A, a=0.248,3 = 0.0345,~ = 1

autoplot(air_passengers_add) +

theme_classic()

Warning: Removed 12 rows containing missing values or values outside the scale range

(“geom_line() ).

600 -
400 1
200 A
1950 1955 1960
& 21.12: "] f Holt-Winters SR &
air_passengers_mult <- HoltWinters(AirPassengers, seasonal = "mult")

autoplot(air_passengers_mult) +

theme_classic()

Warning: Removed 12 rows containing missing values or values outside the scale range
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(“geom_line() ).

s

ﬂ_ﬁ/ 600 -

©

400 A

200 1

1950 1955 1960

& 21.13: 7] 3 Holt-Winters iR
fig—A~ Shiny /RS EL o, 8,7 % Holt-Winters - Fil 1) 51 .
21.5 WS4 i
o T fARAY

ye =Ty + S + e

o HFRAGAY

yt:TtXStXet

SRS {y} S, BN T FAHEAGY S BIARUY e

21.5.1 %L decompose()

PR%L decompose () 43-fi#

air_decomp_add <- decompose(x = AirPassengers, type = "additive")
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PREGR [ — AR, 8 6 MITE, 2 0l@E x RIRTS, seasonal T EMS);, figure fliTtZFATA,
trend #aF 4>, random FRALSy, type AT

s
/ # plot(air_decomp_add)
\\ autoplot(air_decomp_add) +
theme_classic()
(:::) Warning: Removed 24 rows containing missing values or values outside the scale range

(“geom_line() ).

Data

600 -

400 1

200 1

remainder

50 4
254

-25

seasonal

60 1
30 1

0-
-301

trend

400 A

300 1

200 1

1950 1955 1960

B 21.14: AR SR 3 i

RIFATER S

AirPassengers_adjusted <- AirPassengers - air_decomp_addS$seasonal

plot(AirPassengers_adjusted)
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o
o_
L0
©
(]
2
30
T 9 7
ccsI
wn
E
e g -
q_)("")
()]
N
©
(a o
= o —
< N
o
O_
—

I I I I I I
1950 1952 1954 1956 1958 1960

Time

el 21.15: =5 P RE

21.5.2 % st1()

PR st O KSR SN o a reiir . Z il () . RIA IS

air_stl <- stl(x = AirPassengers, s.window = 12)

autoplot(air_stl) +

theme_classic()
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21.6

2 et ) 7 5 AR

600 -

400

200 1

50 1

254

-25

100 1

50 4

-50

500 1
400 A
300 1
200 1

Data

remainder

seasonal

trend

1950

TR A ZTVRITI, BTN
xts Y periodicity () AT AR [B] P2 Bca iy FI 00, (ELI e B G e R AE xts HEZR A

xts::periodicity(AirPassengers)

21.6.1 [ MjER

PREL ar O #1& AR A

1955

K 21.16: AS{b a0 it

Monthly periodicity from Jan 1949 to Dec 1960

2 MILIGE ] ) 5] 52 25

1960

313
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ar (AirPassengers, order.max = 3)

’, Call:

[ ar(x = AirPassengers, order.max = 3)

Coefficients:

1.1656 -0.2294

Order selected 2 sigma?2 estimated as 1399

21.6.2 Rl P-Hpany

KB BHAEBCA 0, &L ardma() WRTPARIRIG MA 2,
arima(AirPassengers, order = c(0, 1, 3))

Call:

arima(x = AirPassengers, order = c(0, 1, 3))

Coefficients:
mal ma2 ma3
0.1309 -0.359 -0.3599
s.e. 0.0741 0.090 0.0907

sigma”2 estimated as 949.5: Tlog likelihood = -693.45, aic = 1394.91

21.6.3 AR B

PREL arima() flfy ARIMA EiZd
arima(AirPassengers, order = c(1, 1, 3))

Call:

arima(x = AirPassengers, order = c(1, 1, 3))

Coefficients:
arl mal ma2 ma3
0.5227 -0.2906 -0.3884 -0.1219
s.e. 0.1291 0.1284 0.1445 0.1322

sigma”2 estimated as 886: Tlog likelihood = -688.45, aic = 1386.89
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forecast L% auto.arima() HINEFEGER HBIH. Z5FBIEEIR B R PS5 .
forecast::auto.arima(AirPassengers)

Series: AirPassengers

ARIMA(2,1,1)(0,1,0) [12]

Coefficients:
arl ar2 mal
0.5960 0.2143 -0.9819
s.e. 0.0888 0.0880 0.0292

sigma”2 = 132.3: Tlog likelihood = -504.92
AIC=1017.85 AICc=1018.17 BIC=1029.35

21.7 A4k

IR, RAEE 5. Holt-Winter S&i AL 55, IR, W LAKI I BIEER, (UFR%E
— W, ATFEL MBI, TR, PASERGE A S . Prophet SR DUt n] i
FRTIAESS , RS VR I (B R N R AR BT, W AR H S5 R S SR TR, 5 245 HH 2 P 1
MEER, DEPRTE R, AR arfi Loy R itan . e sIRR Il w0 R o 5 2 LA
AR ARREE , FRRSRMS A SEAE TR T, T AR I SR AN

TERS 8] PR B A nT AL DT THT, BT Base R $2UERIZ2 7850, HSHIRT A lattice Fil ggplot2 #f
A, M HAEEAHEE R plotly #ll dygraphs.,

PortfolioAnalytics fI# A G, WME- 2, WaEaAIXEAUET . Rmetrics $4 251 B[R] 7511 4L
PEAMTRIER R A, UIEREHE ML fPortfolio. £ 7T/ fMultivar. [ [\IH 555 2
fGarch., —JCHIKE5H41Y Copulae 43447 fCopulae . Tidg L4t fBasics .

fable —JCE|Z Ul [R]JF 4 W i) &, $24t ETS. ARIMA., TSLM S84, A7 15 5EmFa] 771 Fii Ji
. {Ef5—$2, forecast fFF%& ¥ Rob J Hyndman FREANFHIFEZFILIGE, #HEERKZMHA fable 1.
feasts R BVFFIEIIE . 750 ISR EIES, Hifff0 fable.prophet # A Prophet [#75
MAE ST . timetk B[R] FFEARALIE . 28T, BONAI 9L TEAS, $RAt—3ud e =, IEE ek
HIf#e %8 . The Rmetrics Association JF & T —#&5] R % [ TAL B G M E)F50 5, i fGarch
FIPRALE A B Il Ry 2R

MIFTEL P P AR, XA R R s, MR 2R, il A @A Finding Patterns in Time
Series, U FhI ]y 51 A AR SORIGE AL -


https://www.rmetrics.org/
https://github.com/business-science/timetk
https://mason.gmu.edu/~jgentle/papers/FindingPatternsTimeSeriesDraft.pdf
https://mason.gmu.edu/~jgentle/papers/FindingPatternsTimeSeriesDraft.pdf
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22.1  [H )8 S IR AL )8

1996 4F i Lasso (Least Absolute Selection and Shrinkage Operator, fajf Lasso) (Tibshirani 1996),
HI TR DR R SR ARG | Lasso T 4/ IMEARRHE BRI IE i ) iz AT, S/ DA R (Least Angle
Regression, f#ifr LAR) 53 (Efron 4 2004) (1 BA JJE3E T Lasso 78 i 4k /M A H i i
N T fifk Lasso A mAL T8, HiEMW Lasso. #AG Lasso, SCAD (Smoothly Clipped Absolute
Deviation, f&# SCAD) (Y. Kim, Choi, #1 Oh 2008), MCP (Minimax Concave Penalty, f&jfi MCP)
(C.-H. Zhang 2010) filith . Z8pE RN 3k, )7 D23k, W, &80 H . Lasso ]I,
TR BAER AT A A 8. B, —ANH L1 IR T 2 vk AL, HO i A Ak I i an
T

1
arg min §|Iy—Xﬁl|§ + 1B

Hi, XeR™r yeR", BeR", 0<AeR .. FHEAZEEBITIEALH], N R &S ORI

AL ) B i .

22.2  WBUDSA S Hid O s %

22.2.1 Logistic 534

TEN BRI ], J6 T T Logistic 43, —MAMNy m , Jr#EN 5 s® 1) Logistic 401 B



NN
="
.
©

% 22 F. ottt A

JE R B

k

9 B R R A R B AR R

WAL Logistic /i Lk il Jr R fi

0.5- 1.00-
0.4-
0.75-
0.3-
~ ~
N E, 0.50
0.2-
0.25-
0.1
0.0- 0.00-
6 3 0 3 6 6 3 0 3 6
X X
(a) WEZR2 B MREL (b) HEZEA 1 AL

Bl 22.1: i1

REE o BRI o A B LR . TR AL (LR BRI B LR S ek 5 T

dlogis(x, location = 0, scale = 1, log = FALSE)

plogis(q, location = 0, scale = 1, lower.tail = TRUE, log.p = FALSE)

0
0

qlogis(p, location = 0, scale = 1, lower.tail = TRUE, log.p FALSE)
0

rlogis(n, location = 0, scale = 1)

IR RS HY Location B scale #oAHEE, W ABUGEIAME 0 Ml 1, WU@AriER 2B 1. (18

7‘%@[ (RPEED P EIIE 1) N location = m , RUESH (FBUESD G HIARIEE o) h scale
, WA R R R

22.2.2 ZHEMIH

Wi AR Y IRMAAZE A 234 Bernoulli(p), HUEZ 0 8¢ 1, MZAEHIM X B fif Logistic A&t

1 eoz-i—X,@
1+ e (@tXB) — 14 eotXB

p = EY = Logistic(X8) =
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Logistic {725

p

Logistic ' (p) = In (1 — p) =a+XpB
ICHHRERE X A
11 T2 T13 ... ik 5171T
X1 T2z T2z ... T2k -’L’QT
X = = .
Tp1 Tn2 Tnz ... Tnk x,)
B—ATFR— WM, I FR— NN n ORI, 2 X = (X1, Xo, -+, X)) 22— n x k Fidf

HikE, Hx] FoRME X W 4T, —H n 1T, TM%VEEleB’Jﬁ@ X]aj:]- 2, k3
M, B Fones § NERE X PR X @ YO

Logistic ™" (p;) = In (

KTBE o, B HIUIRRENTT -

(22.1)

KTZHC o, BRI IR RN T -

f(a’ :8) = logﬁ(a7 /3)

= Z [yi log(ps) + (1 — y;) log(1 — pz)} (22.2)

a+w B

= 2:: |:y1 log (W) + (1 —y;)log (eaJrlwiﬁ>:|

XHEAUIR R Lo, B) KRTSHL o, B I FHATT :

(22.3)
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Forfpi = S S U, B) BB, — AT R AR TS (Tteratively (Re-) Weighted
Least Squares, F# IWLS) SRABILILIE, &0 DAAIEF Sk — Akt oe, 16 R B, o
B glnQ) KM VAL

22.3  BERALI]EIR R &S
22.3.1 optim()

M— B R ] R — AR AT, 3k 2500 45905k, Bl n = 2500, 10 USSR, B k=10, HH,
PRI :

set.seed(2023)

n <- 2500

k <= 10

X <= matrix(rnorm(n * k), ncol = k)
y

<- rbinom(n, size = 1, prob = plogis(l + 3 * X[, 1] - 2 * X[, 2]))

BB X 5 EiRieS X @AY, i85 @] FOREIEEEIE 1T, o BRI AR,
B2k 4EFE, X J& nx k QEWHFEH n >k, y o n iR, O EUR R 22,2, R
RIG— A ZHEARLIE TR T BRI, £ o I B 1R, 7, W% optin() BRYSKAR/D,
PR HEAE X R K bR BRI I 625«

=R
log_logit_lik <- function(beta) {
p <- plogis(cbhbind(1l, X) %x% beta)
-sum(y * log(p) + (1 - y) * log(l - p))
}

R, WA H ORI, BRI 22.2 FOR, CEREE A I R 6
SERABL 44 B 45 T

2 Base R B optim() RRAFMS, KB Nelder-Mead HIRNEE, HIaARIRIM, RIEEEA
10000 &, SEETIAMAZE T, YA SANN  (BHER AEEE) SKAFIE 11 4EIRLM: IO R R R
£ 10000 W5, HERGEIT LA

optim(
par = rep(1, 11), # el
fn = log_logit_lik, # H 4L
method = "SANN",
control = list(maxit = 10000)
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a 20 20

Pl 22.20 ZHENSIE T A9 ] ARG SO BRI ek S
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#> $par

I:EEI'#> [1] 1.0755086156 3.2857327374 -2.1172404451 -0.0268567120 0.0184306330

,/>‘7 #> [6] 0.0304496968 0.0045154725 0.1283816433 -0.0746276329 -0.0624193044

/ #> [11] -0.0001349772
A\ #>
@ #> $value
#>

[1] 754.1838
#>
#> Scounts
#> function gradient
#> 10000 NA
#>
#> Sconvergence
#> [1] 0
#>
#> Smessage

#> NULL
R AR B0 AHAR R, A THEER, WA AR E RN L-BFGS-B 53k,

# BB K
log_logit_lik_grad <- function(beta) {
p <- plogis(cbhind(1, X) %x% beta)
-ty / p-(1L-y)/ (1L -p)) *p* (1-p)) %% cbind(l, X)

optim(

par = rep(1, 11), # ¥

fn = log_logit_lik, # HAF ¥

gr = log_logit_lik_grad, # FE 47 & 3004 )%
"L-BFGS-B"

method

#> Spar

#> [1] 1.00802641 3.11296713 -2.00955313 0.05855394 -0.02650585 0.01330428
#> [7] 0.02171815 0.10213455 -0.02949774 -0.08633384 0.08098888

#>

#> Svalue

#> [1] 750.9724

#>

#> Scounts
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#> function gradient
#> 13 13
#>

#> $convergence

#> [1] ©

#>

#> $message

#> [1] "CONVERGENCE: REL_REDUCTION_OF_F <= FACTR*EPSMCH"

T BREL optin (), Rt nloptr AMEATPMR BRI BAEMALIIRE, 1M ELn] AR BEAS AR LA,
REJI S, JIREET ETMAYILAL T, JHH nloptr GRARAALASANT :

library(nloptr)
nlp <- nloptr(
x0 = rep(1l, 11),
eval_f = log_logit_1lik,
eval_grad_f = log_logit_lik_grad,
opts = list(
"algorithm" = "NLOPT_LD_LBFGS",
"xtol_rel" = 1.0e-8

nlp

#>

#> Call:

#>

#> nloptr(x0® = rep(l, 11), eval_f = log_logit_lik, eval_grad_f = log_logit_1lik_grad,
#> opts = list(algorithm = "NLOPT_LD_LBFGS", xtol_rel = 1e-08))

#>

#>

#> Minimization using NLopt version 2.7.1

#>

#> NLopt solver status: 3 ( NLOPT_FTOL_REACHED: Optimization stopped because
#> ftol_rel or ftol_abs (above) was reached. )

#>

#> Number of Iterations....: 23

#> Termination conditions: xtol_rel: 1le-08

#> Number of inequality constraints: 0

#> Number of equality constraints: 0

#> Optimal value of objective function: 750.97235708148
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#> Optimal value of controls: 1.008028 3.112977 -2.009557 0.05854534 -0.02650855 0.01330416 0.02171839
I%Eg:t #> 0.1021212 -0.02949994 -0.08632463 0.08098663

Vd
" A E RS B, MRS S A R, $E2 nloptr 004 (L ALK
/s,

\
@ 22.3.2 glm()
Base R #2{{EsREL glm () UGHIAYL, FREHCRRKECH logit 284 .

fit_r <- glm(y ~ X, family = binomial(link = "logit"))

summary (fit_r)

#>
#> Call:

#> glm(formula y ~ X, family = binomial(link = "logit"))
#>

#> Coefficients:

#> Estimate Std. Error z value Pr(>|z|)

#> (Intercept) 1.00803 0.07395 13.631 <2e-16 **x*
#> X1 3.11298 0.13406 23.222 <2e-16 **x%
#> X2 -2.00956 0.09952 -20.192 <2e-16 **xx%
#> X3 0.05855 0.06419 0.912 0.362

#> X4 -0.02651 0.06588 -0.402 0.687

#> X5 0.01330 0.06461 0.206 0.837

#> X6 0.02172 0.06496 0.334 0.738

#> X7 0.10212 0.06279 1.626 0.104

#> X8 -0.02950 0.06474 -0.456 0.649

#> X9 -0.08632 0.06482 -1.332 0.183

#> X10 0.08099 0.06385 1.268 0.205

#> ——-

#> Signif. codes: 0 '*x*xx' 0.001 'xx' 0.01 'x' 0.65 '.' 0.1 ' ' 1
#>

#> (Dispersion parameter for binomial family taken to be 1)
#>

#> Null deviance: 3381.4 on 2499 degrees of freedom
#> Residual deviance: 1501.9 on 2489 degrees of freedom
#> AIC: 1523.9

#>

#> Number of Fisher Scoring -iterations: 6

s AT AR R AL gm. Fit (), RORIEML, fATTAARZET .


https://nlopt.readthedocs.io/en/latest/NLopt_Algorithms/#global-optimization
https://nlopt.readthedocs.io/en/latest/NLopt_Algorithms/#global-optimization

22.3  BAEMRALI) AR K AR 325
fit_r2 <- glm.fit(x = cbind(1, X), y = vy, family = binomial(link = "logit"))
coef(fit_r2)

#> [1] 1.00802820 3.11297679 -2.00955727 0.05854534 -0.02650855 0.01330416
#> [7] 0.02171839 0.10212118 -0.02949994 -0.08632463 0.08098663

BREL g O WSER—AA0, WK g, FitO) WSECRIRE. &, MR8 gn(O) MERAL, HAN
VRS2 R gm. Fit ()

22.3.3 glmnet 13
P M glmnet AR EREL glmnet O IERAL, F5&E FEE0UBH R MIEA N 311, (A% H 512 3y
MHFRIRIE, WM 1B 0-1 731F

library(Matrix)
library(glmnet)
fit_glm <- glmnet(x = X, y =y, family = "binomial")

PR AT 2 H0E L1 IE W A ER R K
plot(fit_glm, ylab = "[EIH & H™)

0 2 2 2 5 7 10

m_
N_
B o -
W
T
B o
rll_
[QN I
1

-Log()
el 22.3: [a1 B B 6 R 12
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MR, BRI RBCZAEFN, —52 3, Ve -2, HREIES, mEah 0 7.

plot(fit_glm$lambda,

ylab = expression(lambda), xlab = "#% W% %",
main = "f& 5] A A E R EBE"

0.00 0.05 0.10 0.15 0.20 0.25 0.30
I

BN RBBANREEEZ

EURER
Bl 22.4: B A BURIEACHAR

Bl LT, ESTRE N BOREUN, R T 0, XA TN, B AK R ] B 2
FE, AR, RSB TRERT A i 0.0005247159, BUA4ASSEEBUELNTF -

coef(fit_glm, s = 0.0005247159)

#> 11 x 1 sparse Matrix of class "dgCMatrix"

#>
#>
#>
#>
#>
#>
#>

(Intercept)
Vi
V2
V3
V4
V5

s=0.0005247159
.997741857
.076358149
.984018387
.052633923
.020195037
.008065018



O M =

224 HEER M5 EBR 327
#> V6 0.015936357
#> V7 0.095722046
#> V8 -0.023589159
#> V9 -0.080864640
#> V10 0.075234011

I (Intercept) XY o = 0.997741857, i B; = 3.076358149 X[/ V1, B, = —1.984018387 MR/ V2,
PASLZEHE .

22.4  PHASBIR A RBOR

AR AR e T, PR IR, AN

L. "JPAH AUC #5158 ROC 2k, pROC tfll ROCR Wk PAZ il ROC ik,
2. W[PAR] Wilcoxon a5, B85 R 73 RACK BT

22.4.1 ROC gk AUC {f

ROC /& Receiver Operating Characteristic &5 . FEAHE 2000 MEARVE MG, & FHEIEE R
ilpri S

dat <- cbhind.data.frame(X, y)

set.seed(20232023)

idx <- sample(x = l:nrow(dat), size = 2000, replace = F)

EN 3

dat_train <- dat[idx, ]

# R E

dat_test <- dat[-idx, ]

PREL glm() AU ZREERHE

fit_binom <- glm(y ~ ., data = dat_train, family = binomial(link = "logit"))

RIS ROBIRUN TN , W% predict () BEATHIN, type = "response" FAFFIMMEARME, &
EREULE, HAECAXTEL.

dat_test$pred <- predict(fit_binom, newdata = dat_test, type = "response'")
REMENT 0 - 1 Z 0], FRoRFaEE. e Eaf ROC .

pROC: :plot.roc(
y ~ pred, data = dat_test,
col = "dodgerblue", print.auc = TRUE,
auc.polygon = TRUE, auc.polygon.col = "#fefefe",
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xlab = "FPR", ylab = "TPR", main = "Ml ROC @h%"
£ )

/#> Setting levels: control = 0, case =1

\#> Setting direction: controls < cases

©

TN ROC Rk

1.0

AUC: 0.949

TPR
0.4

0.2

I I I I I I
10 08 06 04 02 00

FPR
el 22.5: ROC [

ROC Mgt Zc AL, 2R TMEER T . FPR 2 False Positive Rate 1455 , TPR & True Positive
Rate M4FE .

# HH AuC fE
pROC::auc(y ~ pred, data = dat_test)

#> Setting levels: control = 0, case = 1
#> Setting direction: controls < cases

#> Area under the curve: 0.9487
AUC j2 area under curve W45, Fx ROC M TFRmHIAR, FrPA AUC f8tnieidzi 1 8ar.
22.4.2 Wilcoxon U5

XHEEAREE R B A E IS 2104, ARG TREPUE DN, FrbAfcfs ROC SBEGX L, i HAEA
BB, AUC SoBORBHIT 0.5, QPRTINESR LLRELAS I 224F, Wilcoxon Kl sx B3, Tt



224 HERER g5 KR

RORBUFR I 2R, FoRT pred FILN v Bz
wilcox.test(pred ~ y, data = dat_test)

#>

#> Wilcoxon rank sum test with continuity correction
#>

#> data: pred by y

#> W = 3140, p-value < 2.2e-16

#> alternative hypothesis: true location shift is not equal to ©

329
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B t=w Bt

o
@ Az

L WA mt RS RL 8 R EFSEH, KBS, mlim EREE R IES B,
MEHEMRAENN A (BLE ™S IR AR FN AL ) . AT SRR B M I AL B A i B &
PERAL, T8Ittt il S B A A T3

2. MR SRR TR G & RIEF LM, WKk 10 AR . 2% Lingo 1 1stOpt
FE WMD) B RG], WSH IR Octave (1B KEFEE Matlab 1y
Blepit BB E) AR R, 4 RAIBEEM. Ldxttl, K RGBT KA
AT PAIE B [F] JEFF AN R R A 7K

3. XT RABFHKAMELURMERE ZA0 8, WA THEER R, H A8 TERER.
tean, REEEEHEL M, @it rAMPL 4 (Brandao 2023) ##: AMPL #{4, ¥#HIF
BRI KfES Couenne K#. R 1EF ALK EREY R TR b3k 4m i R %
ST G R, FTRARARS AR AN & R ALRIE SCRIERS R AT, T UL AR ny e Fse i

BN FI AL R, R SRR, M) B IO BRSO AL . Pk bA ™
HEDRAL . SREREIRAL . RLIEA. 2230 AR TE NS, e T DA T2 46 S T L e 46 Fhati
LTI, TS A AR AL BB, RGOS 5 T AT R 5% SO a6 15 (X1
YRR 2020) P25 L

BT R BN E— S BEAOR S, R SRS R BB AT T s o R 2. 472 ROI
£ (TheuBl, Schwendinger, I Hornik 2020), Bl 20 24 R Q5250 — A ek BRI 073K,
T — Nz B AT W BRSO & BRI (4 T R -

ROT 3 i 4 {4 00 o S s I 28 = ik R 4. Rglpk U (Theussl Fl Hornik 2023) W]
PSRRI AL . B AR SR E e pE Ak, ROT Uil i3 i {14 ROI.plugin.glpk
H2Z %8V A . nloptr £ (Johnson 2023) W[ PAKME R LA FIHEL M4, ROT 4338 i 4 {4 £
ROLplugin.nloptr 52 #E#JHH . scs 1 (O’Donoghue % 2016) 7] UK AR 4ENAL, ROI i@ 34
£ ROLplugin.scs 527 E#H . ECOSolveR i (Fu fil Narasimhan 2023) R] PAK it & 254
HARMMHEDLL, ROI il id 4 ROLplugin.ecos 52 E# M. quadprog f (S original
by Berwin A. Turlach 2019) B DK™ k4, ROI g 46442 ROIL.plugin.quadprog 52
RN . ASONRE— MG, MEEEE Z G AZE— R =,

330


https://ampl.com/ce/
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Rglpk nloptr scs ECOSolveR quadprog

ROI.plugin.nloptr ROI.plugin.scs ROIl.plugin.escs

ROI.plugin.glpk J

ROI.plugin.quadprog

ROI

P 23.1: FE ALY A A ROT ) X 2R &

library(ROI)

library(ROI.plugin.glpk) # KM EREERNL
library(ROI.plugin.nloptr)  # ZEZ& 10

library (ROI.plugin.scs) # M
library(ROI.plugin.ecos) # A EERTEROERNL

library(ROI.plugin.quadprog) # 7 — M1
library(lattice)
# B AR R E R e AR
custom_palette <- function(irr, ref, height, saturation = 0.9) {
hsv (
h = height, s = 1 - saturation * (1 - (1 - ref)?0.5),

v = drr

23.1 M

LML 1 H AR R R 2 AR AR LR AL . 25 B A A ) -

min — 6x; — bxo
x
T + 41‘2 S 16
s.t. 6x1 + 4, < 28

2$1 —5$2 S 6

Hrr, HFRRER —621 — 52, min FpORHARREEUME, © = (v1,20)" FRIHL R, ToRIK
LR, PSR RARICAL. s.t. /& subject to WIGHE , LHRLARGM . EIRSMAAL S SR HE R,
LIRS



OFH M=

. —6
min

T -5
s.t. 6

4 16
4 |z < |28
) 6

% 23 F. HAARA

H d Fom BB 2500 &, A RRARHERE, b FonhA T E. R B RR,
T

min d'x

x

s.t.

Az < b

i ROT AR — (il TEAF R R A A A, ACRS AT

#

op

)
#

op

#>
#>
#>
#>
#>
#>
#>
#>

& XA T AL
<- OP(
objective = L_objective(L = c(-6, -5)),
constraints = L_constraint(
L = matrix(c(
1, 4,
6, 4,
2, -5
), ncol = 2, byrow = TRUE),
dir = c("<=", "<=" 5 ="y,
rhs = c(16, 28, 6)
)
types = c("C", "C"),

maximum = FALSE
0 18] R &

ROI Optimization Problem:

Minimize a linear objective function of length 2 with

- 2 continuous objective variables,

subject to

- 3 constraints of type linear.

- 0 lower and 0 upper non-standard variable bounds.
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res <- ROI_solve(op, solver = "glpk")

# R
4 .
\ res$solution

#> [1] 2.4 3.4

@ ¢ AR E M

res$objval

% # SRR 1P A
s

#> [1] -31.4
PR oP () SE XL —MEALIAR, SHE

+ objective : & HARMKEL, FIHREL L_objective() FR&MMALT I HARREL, Wi L &
/N Linear (i), W EHER mHE .

o constraints : FRELRAKM, HHEL Lconstraint() FIREKMEMA PR LN, mEs P L
FUR Linear (), WEAHRMME A, LSBT >= . <=5 =, Kfidh <=, HF
) b

o types @ FEEURARRMAH, H=MIEN, B Fom 0-1 R, 8 B &2 binary WA, 1 R
BAE R, P T2 integer INELREL, ¢ FREUERAER, FH C 2 continuous R, A,
PN AR IELL AL, types = c("C", "C") .

o maximum @ F§5E HARRETR ZRR GRS, BRIAKAR/DN, BUE D248 H TRUE B{ FALSE.

AT R H A ok BN 29 R A AE — W] DA SRR E = R PL A . ROT A 505 H AR PR 4L
LIFEAE IR ARSI e JRSefRIE AL A, B4

# 23.1: RO W n] PAF/R ) H AR R B A 2% A

Hire Y AR Y
AMERREL L_objective() LA ey

TREEL Qobjective() LM V_bound()

JELPERREL  F_objective() MW L_constraint()
TIRYR Q_constraint()
HEAHR C_constraint()
AELEATR  F_constraint()

23.2 MkIEfE

TR AR R R, AR SRR AR E AR R A AR
EE. MFREERT, A2, A% E. “RIAr gt
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. 1
i%?ff- min imTllc+—dTm
7 st. Az <b
/
:#-\‘B TRACAFSR AL, S HACYHRE D CRIEER, ER TR kA, MR D OIEE R,
@ B R/ /1Y 0 - < ke e/ % AP AN T g Ry < T B/ 7 X A A S R N 1 S

Bl A e

Q(z1,x2) = x% + x% — X122 + 3T — 219

TRAAL R BRI R D, d, A, b KK Dmat. dvec. Amat. bvec Finiik.

Dmat <- matrix(c(2, -1, -1, 2), nrow = 2, byrow = TRUE)

dvec <- c(3, -2)

Amat <- matrix(c(-1, -1, 1, -1, 0, 1), ncol = 2, byrow = TRUE)
bvec <- c(-2, 2, 3)

[FIRE, H@TEREL oP () L HAREREL, WA, FEREL Qobjective() g L RALALH) H AR
R, T Q J2 Quadratic PR, FR _IKED, Tk L J& Linear fE R, FRLMETD. B
L_constraint() WA RILMEILL, AHFGER. s ROI Wyl ¥ 0w XS4, & LHREE.

op <- 0OP(
objective = Q_objective(Q = Dmat, L = dvec),
constraints = L_constraint(L = Amat, dir = rep("<=", 3), rhs = bvec),
maximum = FALSE

)

op

#> ROI Optimization Problem:

#>

#> Minimize a quadratic objective function of length 2 with
#> - 2 continuous objective variables,

#>

#> subject to

#> - 3 constraints of type linear.

#> - 0 lower and 0 upper non-standard variable bounds.

nloptr #F 2 (ALK M4, AT TR\ RO Ba LA T A HiRi, stk
ROI_applicable_solvers() AIPAFRENGEWSRMELL LA BRI R AEAS -
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ROI_applicable_solvers(op)

#> [1] "nloptr.cobyla" "nloptr.mma" "nloptr.auglag" "nloptr.isres"
#> [5] "nloptr.slsqp" '"quadprog"

T AT nloptr.sisap RKKf#

nlp <- ROI_solve(op, solver = "nloptr.slsqgp", start = c(1, 2))
nlpsobjval

#> [1] -0.08333333
nlps$solution

#> [1] 0.1666667 1.8333333

VEAXTEE . BOBRERMEAEXLAR, KRR TS HARREIAR — kM, (2 e & 8A Lty
WA, FRAA R KA IR, FEATRAEES nloptr.sisap KIBMISIR AR TCLA R

op2 <- OP(
objective = Q_objective(Q = Dmat, L = dvec),
maximum = FALSE

)
op2

#> ROI Optimization Problem:

#>

#> Minimize a quadratic objective function of length 2 with
#> - 2 continuous objective variables,

#>

#> subject to

#> - 0 constraints

#> - 0 lower and O upper non-standard variable bounds.

nlp2 <- ROI_solve(op2, solver = "nloptr.slsqp", start = c(1, 2))
nlp2sobjval

#> [1] -1
nlp2ssolution
#> [1] 0 1

e AT B A L, ARG B AR E, [ 23.2 JER TR A AR SR ROR . TR A (o 4k
LS = F T DR I ATI, Z0 R TE AU TR AR nloptr.sisap FRFAYME (0,1) , HIERICAR
R NITHENL B (—4/3,1/3) , BRFOREMELHR T RS nloptr.sisqp RIFHIMF (1/6,11/6) .
FIFPA, ANBEH IR AL ) SRAFAS 2R SR AR TC LR ) R AL A

quadprog WAERMELIHR AT B9 MM R PCAL VDRI, [ 45t FE 2R A1 R RO . XM 7
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% 23 F. HAARA

X2

%

B 23.2: XF L TC A AR 294514 T W f

50

T—E RS, AERWRE solve.PO) HIBLHT, BEAEXTI S, SKE LA AL BRI

Y
1lib
sol

D

sol

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

ke

rary(quadprog)
<- solve.QP(

mat = Dmat, dvec = -dvec, Amat

$solution

[1] 0.1666667 1.8333333

svalue

[1] -0.08333333

Sunconstrained.solution

[1] -1.3333333 0.3333333

$iterations

[1] 2 0

SLagrangian

[1] 1.5 0.0 0.0

S$iact

t(-Amat), bvec
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#> [1] 1

Hrpr, JRIEMEAY unconstrained.solution F/R AR AU, SHUHAIM 20, XMBAEERT . ]
T, R R AR A AR TG R R AT A A A SR e AN T

23.3 ™Mkt

23.3.1 k5

e b, PEAE R . ARy, Bk, BUSE. Bk, AHIIHERCE A, AN 23.3 BR.

PN\
P N
AT

& 23.3: 3 LI = 4

HEE SAEXFRA AR b, ESORIEEIEE . —4> 2 Brddiraifs A 2IEER)

A= [an a121
a21  G22
BWE a1n > 0,a20 > 0,a12 = a91,a11a02 — a12a91 > 0 o — B, $F n Br2fiE @ RIXIFRAERE A R R
£HILHN KL

Kt ={AeR""|z" Az >0, Vx € R"}

F AR R 2O L e A — RO (T

min d'x
xr

st. Az +k=0»b
kek.

Hop, Sy KRR B . AL, RN AR BRI % TR
IR ses f1H14E ROT A0S R, ATRURMRIOHE I ELIRHE. LLPEHE. —BIHE. HOACHE.
TR IE A

RGBS SRR A(ma, ma, ms) 1 :



IN
=
K
©
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1 mi1 Mo
A(my,ma,ms) = |m; 1 mg| -

mo M3 1

MM k =b— Az RAE=E ML S K hiooR. FIEiE A £RnEs () K ar:

K = {(ml,mg,mg) S Rg | A(ml,mg,mg) S Ki},

ety K 2R RPIEER, ZORESHIE A AT50RTET 0. i A ffra)

det(A(my,ma,m3)) = —(m3 +m3 +m3 — 2mimams — 1)

B K i T Zm a0~ I RE i :

m} +m3 +m3 — 2mymams = 1

BAF T IS TR A K

BB
mo —ms 1 ma
Yomy =0 B, £6G K MBRFRFm BRI, 24 ms € [-1,1] , £E K B FR—

B N7 G -NERWER, FEG K iR efibsk, e 23.3 fos, s =dedm,
TS HE PR I — A

23.3.2 i

FHERE SCAE

Kzero - {O}

TR LS.

23.3.3 M

2 Pk#E (Linear Cone) [ XUIR:

Kiin = {z € Rlz > 0}
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\\<\3i10

T RN LA LR
Id X

7 9334 B

N

\:BJ’T%E (Second-order Cone) F5E AR

©

n
KSOC

={(t,z) ER"z e R",t € R, |Jz[l2 < t}

TN RO % AT Rk SOCP [l :
max Yy + Yo
(y.1)
s.t. \/(2 +3y1)?+ (4+5y2)2 <647t

Y,y ER, t € (—00,9].

é\ T = (ylyy%t)T ) b= (bl’b2’b3)T

ay
A= |a]
as
ik SOCP [ AELEAE X AR E M T
\/(bg—a2 +(bs—agxz)?<b —a;x
>N EF‘)
0 0 -7 6
A=1(-3 0 0], b= |2
0 -5 4

scs WANBESKRMEILRAUAL I, T 1] ECOSolveR {3Rf# .

library(ROI.plugin.ecos)
op <- OP(
objective = c(1, 1, 0),
constraints = C_constraint(
L = rbind(
c(o, 0, -7),
c(-3, 0, 0),
c(0, -5, 0)

% 23

F. HAE®AC
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)
cones = K_soc(3), rhs = c(6, 2, 4)
), maximum = TRUE,

bounds = V_bound(ld = -Inf, ui = 3, ub = 9, nobj = 3)

)
sol <- ROI_solve(op, solver = "ecos")
# A

solssolution
#> [1] 19.055671 6.300041 9.000000

# BATE KA
solSobjval

#> [1] 25.35571

YR AR B v TSI H, W HA ECOSolveR 1] DAKfi# .

op <- OP(
objective = c(1, 1, 0),
constraints = C_constraint(
L = rbind(
c(o, 0, -7),
c(-3, 0, 0),
c(0, -5, 0)
)
cones = K_soc(3), rhs = c(6, 2, 4)
), maximum = TRUE,
t RREEHR
types = c("I", "C", "C"),
bounds = V_bound(ld = -Inf, ui = 3, ub = 9, nobj = 3)

)
sol <- ROI_solve(op, solver = "ecos")
# A

sol$solution
#> [1] 19.000000 6.355418 9.000000

# EAT B & fE
solsobjval

#> [1] 25.35542
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23.3.5 Fa B

?Elé&‘ﬁ(!ﬁﬁ (Exponential Cone) HJ5E XANF :

i ‘B\ Kexpp = {(21, 22, 73) € R*|25 > 0,25 exp( ) < a3} U{(21,0,23) € R¥z; < 0,25 >0}

BRI AT :

Kexpa = {(z1, 72, 73) € R¥|2; < 0, —21 exp (ac ) <exp(l)as} U{(0,22,23) € R®*|zg, 25 > 0}
1

g EI A

max x7 + 2x9
(1)

s.t.  exp(7 4 3zy + bwo) <9+ 11 + 12t

x1,T2 € (—00,20], t1,12 € (—00,50]

TRLAT exp(T 4 32y + Bay) < 9+ 11ty + 12t A DA FEEHE R 3R

u =743y + 5y
v=1

WC® = (y1, 2, 11, ta) ", MIRPELYTHHERE A L& b 41 R:

-3 -5 0 0 7
A=10 0 0 01|, b=]1
0O 0 -—-11 -12 9

FRECHE T R AL K_expp O 7, HEULAL AR ACRE AT -

# HARMAL
op <- OP(
objective = c(1, 2, 0, 0),
# AR
constraints = C_constraint(L = rbind(
c(-3, -5, 0, 0),
c(o, 0, 0, 0),
c(o, 0, -11, -12)
), cone = K_expp(l), rhs = c(7, 1, 9)),
bounds = V_bound(ld = -Inf, ub = c(20, 20, 50, 50)),
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maximum = TRUE

#> ROI Optimization Problem:

#> Maximize a linear objective function of length 4 with
#> - 4 continuous objective variables,

#>

#> subject to

#> - 3 constraints of type conic.

#> |- 3 conic constraints of type 'expp'

#> - 4 lower and 4 upper non-standard variable bounds.
XFTHEOLAL, TRATR T scs f kK.

# B scs 4
library(ROI.plugin.scs)

sol <- ROI_solve(op, solver = "scs")
# AR

solssolution
#> [1] -33.3148 20.0000 50.0000 50.0000

# H AR B HE
sol$objval

#> [1] 6.685201

23.3.6  FHE

— =44 (Power Cone) [E XUTH:

Io;owp = {($17$2,l‘3) € R3|JI1,ZL‘2 > O,x?azé_o‘ > |£B3|},Oé € [0’ 1]
ERXHEE AT
o T\« i) 11—«
powp = {('rly'r27x3) € R3|$1,x2 Z 07 (E) (1 _ Oé) Z |$3’},a < [O’ 1]

% R AN HEGC A
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min 3z, + 5x9
st. b4 x < (24 32)?

120, 12 22

PIFRSAE 5+ 21 < (24 22)* WLAT BT RN N R4

u=>5+1
v=1
w=2+1y
a=1/4
it T = (y1,y2) ", LR R
-1 0 5
A= 0 0 ) b=
0 -1 2

FHE T R K_powp () 7, SEDCAL A ACRS 4R

A <= rbind(c(-1, 0), c(0, 0), c(0, -1))
cpowp <- C_constraint(L = A, cones = K_powp(l / 4), rhs = c(5, 1, 2))
op <- OP(
objective = c(3, 5),
constraints = cpowp,
bounds = V_bound(lb = c(0, 2))
)
op

#> ROI Optimization Problem:

#>

#> Minimize a linear objective function of length 2 with
#> - 2 continuous objective variables,

#>

#> subject to

#> - 3 constraints of type conic.

#> |- 3 conic constraints of type 'powp'

#> - 1 lower and O upper non-standard variable bounds.

sol <- ROI_solve(op, solver = "scs", max_iter = 1le6)
# A

solssolution
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#> [1] 250.998234 2.000352

# B AR HE
solSobjval

#> [1] 762.9965

23.3.7 RiFEik
GRHRE A ZIEER, e A= 0, MR A ZIEER, iIEh A -0 . 2 n B SEXRRA R 4
Eh 8™ . JIEEHE (Positive Semi Definite Cone) [E XU :
Kpa = {AlA € 87, x' Az > 0,Vx € R"}
7% JEAN P A 1)

min ] + Ty — T3
T

10 3
3 10

s.t. o + X2

16 —-13
—-13 60

T1, T2, T3 > 0

BRAL K_psd () FIRFIEEHE, REL vech O FFXIFRMMER) E =AM TR L&
(A <~ toeplitz(x = 3:1))

#> [,11 [,2]1 [,3]
#> [1,] 3 2 1
#> [2,] 2 3 2
#> [3,] 1 2 3

vech (A)

#> [,1]
#> [1,]
#> [2,]
#> [3,]
#> [4,]
#> [5,]
#> [6,]

HEPALH Fon i

F1 <- rbind(c(10, 3), c(3, 10))

w N W N W

F2 <- rbind(c(6, -4), c(-4, 10))
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F3 <= rbind(c(8, 1), c(1, 6))

FO <- rbind(c(16, -13), c(-13, 60))

# HAREAL

op <- 0OP(

\\ objective = L_objective(c(1, 1, -1)),
constraints = C_constraint(
@ L = vech(F1, F2, F3),

cones = K_psd(3),
rhs = vech(F0)

)

op

#> ROI Optimization Problem:

#>

#> Minimize a linear objective function of length 3 with
#> - 3 continuous objective variables,

#>

#> subject to

#> - 3 constraints of type conic.

#> |- 3 conic constraints of type 'psd'

#> - 0 lower and 0 upper non-standard variable bounds.
T5SRVE AT ses 3K s .

sol <- ROI_solve(op, solver = "scs")
# A

solssolution
#> [1] 5.782736e-06 1.065260e-06 1.486444e+00

# H r & HE
solsobjval

#> [1] -1.486437

23.4 ARetEILfL

FRLMEMACT R AR, DARARRAMGE R AR, AR . FXARIfe . RIEyw
PACMAREAN AR . AE LR AT B A e SR AR IR TS O o
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# 23.2: R FMh N BRI AR R L

nlm() nlminb() constrOptim() optim()

RAK  HH RF R S
RV SIS IS e Sk
LPEZIR R R i R

R AN ER stats (4 4 DMEUEIACTTTRBIREEL, A nn (O FERETCLARACALFIRE, BEEL nlminb ()
HRAFICAR . AR LRI, pR%L constroptim() HRAFAEUIIEMELA R ML . BREL optim()
il AR , WEZMRNE, WORIETRZR . AR e, U XU R IEF K
WA, TR IZI R, RSN TR stats:inls (), ARORPUAMETT stats4:tmle() F
J7S R N R AL nime: igls O Ao {HJ2, XSO SRIBRE DA E A, SNEREARSARE, T
LMK TCRE Sy, N HEAIA TR ROI WK S Ltk it .

23.4.1 —yedEgm itk

SRANT—4E 7 BeAR AR B i/ MAL, HR IR L 235, XA BRBUR AN IESER, A

10 x € (—o0, —1]
f@) = qexp(—5ty) @€ (-1,4)
10 x € [4,+00)

fn <- function(x) ifelse(x > -1, ifelse(x < 4, exp(-1 / abs(x - 1)), 10), 10)

)
—

Kl 23.5: —4EpR L EIMG
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A optimize () TRURME JEREEO T, BRIV, B4 £ 2% F AL BH incerval
T EAENRXE N E/IME. EEER [ — 32, T minimum FRM/IMES, objective ZEmR{E A
77 R E AR R -

:x%{gl’ optimize(f = fn, interval = c(-4, 20), maximum = FALSE)
#> Sminimum
@ #> [1] 19.99995
#>

#> Sobjective

#> [1] 10

optimize(f = fn, dinterval c(-7, 20), maximum FALSE)

#> Sminimum

#> [1] 0.9992797
#>

#> Sobjective

#> [1] ©

(ERERL, WA ELER 2 BreR B, AEA R X R AR, PTREIRIS AN IR SER, FT RAZ il e 5]
A B e a/IME -

23.4.2 ZckasmBitie

XA IR H 1stOpt FAFRIHRE B SR, A R 875 K% 2 ok i AR (e

m:gny = sin ((y:z;l —0.5)? 4+ 22,73 — %)

exp ( - ((331 — 0.5 — exp(—w3 + y))2 + 23 — % + 3))

Hip, o e [~1,7), a0 € [-2,2] .

T REREL f (21, 22,y) = 0, FMABELZ ST R R SE HoMWTEO 0, FRRBAREMET
FRE, RIS, BT, FHARAED R, HWRH A REIE, RIEIILE bR R iR/ M.

3f(351,$2,y) —0
o, -

Of (w1, 22,y) -0
81‘2 B

AR AR BRI, B eR B S RO AT B, T A [ D AR R . SEfli R e AU e = KB
M, %E @y i, WE—IJCARER TR R .

fn <= function(m) {

subfun <- function(x) {
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fl <— (m[1] * x - 0.5)A2 + 2 x m[1] * m[2]"2 - x / 10
f2 <- -((m[1] - 0.5 - exp(-m[2] + x))"*2 + m[2]*2 - x / 5 + 3)
x — sin(fl) x exp(f2)

1

uniroot(f = subfun, interval = c(-1, 1))S$root

}
TELIE (1,2) AbBREE R 0.0007368468.,

# MR EHK fn
fn(m = c(1, 2))

#> [1] 0.0007368468
PRI AR AL, 81— AR R SRR 7 sG55 AL Y R (L

df <- expand.grid(

x1 = seq(from = -1, to 7, length.out = 81),

x2 = seq(from = -2, to = 2, length.out
)
#OITH R AW R B
df$fn <- apply(df, 1, FUN = fn)

TERCEERS b, 2R eR B R, ANk 23.6 B, Al PASRIG T B ek B R B o0

, PAFRII PSR RINGR, HIrREE (2.8, -0.9) A BUGi/ME —0.02159723, EHPEEL, X2
#AﬁU%%,w%ﬁéﬁﬁmﬁﬁaﬁ,Hﬂﬁmﬁ%ﬂ%,ﬁ%%%ﬁﬁﬂ%ﬁéﬁﬁ¢ﬁo

df[df$fn == min(df$fn), ]

41)

#> x1 X2 fn
#> 930 2.8 -0.9 -0.02159723

I 58 R RSO L 1) 1) A0 Sy 5 AR S 5 s TR AR M A 1 R

min y
x
st. f(w1,72,y) =0

T XA AR R %, Fahit AR B HE T LA AW 4T, WA numDeriv 31 5 %L
jacobian() THHAEX AR AHERT HLAERE . & BRI AP AL H — DLW, R HAEFR AL b B2
)&, XA AK numDeriv 15— %L grad () 115
# ERYK
heq <- function(x) {

f1 <- (x[1] * x[3] - 0.5)"2 + 2 % x[1] * x[2]72 - x[3] / 10

f2 <= (x[1] - 0.5 - exp(-x[2] + x[3]))72 + x[2]72 - x[3] / 5 + 3

x[3] - sin(fl) x exp(-f2)



I 23.6: Bk A B

% 23 . Ak




O M=

23.4 A KK

}
# R AR
heqg.jac <- function(x) {

numDeriv::grad(func = heq, x = x)

351

PREL L_objective() F/ner 1 MR EM LB bReREL, AL F_constraint() FnIE&tESER Y

}

W

# AR AL 1A R
op <- OP(

objective = L_objective(L = c(0, 0, 1)),
constraints = F_constraint(
# FAHK
F = list(heq = heq),
dir = "==",
rhs = 0,
# SR AR I
J = list(heqg.jac = heq.jac)
)
bounds = V_bound(
1d = -Inf, ud = Inf,
11
b = c(-1, -2), ub = c(7, 2),

c(1, 2), ui = c(1, 2),

nobj = 3L
)
maximum = FALSE # K& /)
)
op
#> ROI Optimization Problem:
#>

#> Minimize a linear objective function of length 3 with

#> - 3 continuous objective variables,
#>
#> subject to

#> - 1 constraint of type nonlinear.

#> - 3 lower and 2 upper non-standard variable bounds.

FFMMAR RIS RN PME, DRSS 3RO AR R £

nlp <- ROI_solve(op,

solver = "nloptr.slsqp", start = c(2.8, -0.9, -0.02159723)
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)
YT 4 24

> nlp$solution

:x*&%l’ #> [1] 2.89826224 -0.85731584 -0.02335409

@ # B AR B

nlpS$objval
#> [1] -0.02335409

APAKEL, LR H AR AE —0.02335 7 (2.898, —0.8573) Hif5.

23.4.3 ZckdRiie

23.4.3.1 pfil 1

Rastrigin pREZ—A n 4EOTAL ) 28000 12 26 85

min » * (z7 — 10 cos(2ma;) + 10)
i=1

TR RUER R ACR AN :

fn <- function(x) {
sum(x"2 - 10 * cos(2 * pi * x) + 10)
}

22 “HENIE T ) Rastrigin sEUEIMR, 1K 23.7 PR, X — 2 HESHR L, A YFE REIME.
UK BFGS SR T8 2 MR (L

AR, BRERBAER n =20 , BFASR z; € [-50,50],i = 1,2,...,n HIGLL.

op <- 0OP(

objective = F_objective(fn, n 20L),
bounds = V_bound(ld = -50, ud = 50, nobj = 20L)

)

PR AL g R IR OUAL )

nlp <- ROI_solve(op, solver = "nloptr.directL")
# A

nlp$solution

#> [1] 0 0000 00O0O00O00O00O00O00O0O00O00O0OO0OO

# BATERKME
nlpS$objval
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4 Rastrigin pREE1G

23.7:

&
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N
>

/
N\ FEEA ALK [ 1stOpt BB, 22— TR A B, & F AR BSR4,
@ —PRER AR TG OR R R IUARAE (7.999982,7.999982) HifG, HARRREE N -7.978832,

23.4.3.2 f 2

min cos(z;) cos(zz) — > ((—1)i i 2-exp (=500 ((z1—1-2)> 4 (2 —i- 2)2)))

HARR B PR, St B R MA@, SRS H AR .

subfun <- function(i, m) {
(F1)M % i * 2 x exp(=500 * ((m[1] - 4 x 2)22 + (m[2] - 9 * 2)"2))
}
fn <= function(x) {
cos(x[1]) * cos(x[2]) -
sum(mapply (FUN = subfun, i = 1:5, MoreArgs = list(m = x)))
}

BRI, 2 H bR s BOE X3 [—50, 50] x [—50,50] IR, WK 23.8a fis, ATLARELTESA
AIBRRE, AT RN RAR K M . PRI [0,12] x [0,12] M =4E R 2l 1ok, il 23.8b
%%7 mﬂ; ﬁz://l\%%lglg/éwa ﬂéj\?ﬁT:E Ty = Tq HgE:g%J:o

NE—ehE, FHEHIE z1, 25 € [-50,50] , HXHILE Zer ek, #H RIS nloptr.directL -
It o

op <- OP(
objective = F_objective(fn, n = 2L),
bounds = V_bound(ld = -50, ud = 50, nobj = 2L)

)
nlp <- ROI_solve(op, solver = "nloptr.directL")

nlps$solution

#> [1] 0.00000 22.22222
nlpS$objval

#> [1] -0.9734211

G RPE N R U . 2T R E, 4 00A Lingo Al Matlab, "RHIR ] Lingo 20
KA, Lingo fURANF:
SETS:

P/1..5/;

Endsets
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f (X1, X2)

. "c |
M" WV'M il

{i tﬁ“'
H‘l‘ “‘W

i

'Q‘

-20

-40
-40 X1

(a) 3 [—50,50] x [—50, 50] P o A1 £

0 o
(b) X3 [0, 12] x [0, 12] MR EE %

Pl 23.8: SRR HiT I Y R PR
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Min=@cos(x1) * @cos(x2) — @Sum(P(j): (-1)"Aj x j * 2 * @exp(-500 x ((x1 - 3j *2)"2 + (x2 -3 *x2)"2)));

@Bnd(-50, x1, 50);
s

/@Bnd(—SO, X2, 50);
ﬂ'ﬁ\ R AR RIS, TE (a1 = 7.999982, 2, — 7.999982) Bt/ ME -7.978832. MHEBRIAA I 42
ALK R, 76 (21 = 18.84956, 25 = —40.84070) BSR4/ M -1.000000.

@ TEXFEOL T, BUEAEVRB RIS, ATDAR M —Le e m Rl ak, i GA 42 (Scrucca 2013)
TR RIE . X SRR, PTRASRAF SR LT R 4R

nlp <- GA::ga(
type = "real-valued",
fitness = function(x) -fn(x),
lower = c(0, 0), upper = c(12, 12),
popSize = 500, maxiter = 100,
monitor = FALSE, seed = 20232023

)

# A

nlp@solution

#> x1 X2

#> [1,] 7.999982 7.999981

# B EBE
nlp@fitnessValue

#> [1] 7.978832

Hrr, B0 type FERFARKNIA, type = "real-valued" i H ARk EL B B2 S E
Zif), SR Fitness EHARHE, B ga O X HARSRECRIK, FrA, XYifieR, w7 —4
5. ZH popsize FEHIFIEA/N, (EHBOK, B TR, REEHE), G RILEBE .
XEF RV, T ARSI AR N RS, B AR MEARESRIG A . 4L
maxiter FEHIFHEIEALATRAL, (HBOK, RRBOTANZ , FIGHIMHELF . 28 popSize IR T
S maxiter | WABAJRIREAMME (FEBE) RATRE. AR C AN AAHR AT R4/ Nl A T4, DADS DR R
LA TRy SXC RS T

23.4.4 ZRHAZKERE

AU AR AR A Z TCARLNMENAL I, R BIsk H R niminb (O BUHEEISCRE, AR B FERLH,
é%*&d\ﬁ;ﬁﬁ (17 17 Ty 1) ﬁm'ﬁ%‘o

n—1
min (v —1)*+4 Z(IL'Z‘+1 —7)?
i=1

st. 2< @y, 20, 2, < 4
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R 65 S 1 e RS anE

fn <- function(x) {

n <- length(x)

sum(c(l, rep(4, n - 1)) *x (x - c(1, x[-n])"r2)"2)
}

FEHERTIE T, TLAZGH bR R —4ERIR, DL 23.9 e R v A A 2 R R0AT LEAT L

Pl 23.9: 7R ek R i 1 4]

Base R A 3 P ERET DURAEX A EAL L, 435152 nlminb() . constroptim() Al optim() , ALk, K
WIHEX AR L, FX 3 DB BISRAEZ AL IR, A AEEN A, &, N4 RO UsLBlK
Vo XA EER B FRBEEURE n 4EIELRMER, R, XORLEMBAS RGO R, T E 25
eI DL,

23.4.4.1 nlminb()

PR nminb ) 244 start 8@ R WIIAR{E, S4L objective 157 HIReR &L, Z4U Lower I upper 733l
5 B SCRY B R B T b7 s AR I A i BT, — Ok, XA EBia—E4EH P N A


https://en.wikipedia.org/wiki/Rosenbrock_function

#>

start = rep(3, 25), objective = fn,
lower = rep(2, 25), upper = rep(4, 25)

$par
[1]
[9]
[25] .000000

Sobjective

[1] 368.1059

$convergence

(1] o

$iterations

[1] 6

$evaluations
function gradient

10 177

$message

[1] "relative convergence (4)"

% 23 F. HAARA

2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
[17] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.109093
4

MIRBIEERATE , SKIFSRE RIS, S UMD 23 DHSRAR R 2, fEMXZAPRA R L, 8
24 N EBANS B, RN, 55 25 DR RPUEN 4, BAEAR E. BARsEEY 368.1059,

23.4.4.2 constrOptim()

] constroptim() RECKME, BIARMD, TR FEXLRE SOHFEER, /I Az > b 1)
R, 8wl 2 kb xn AR A, o 2A0 & 4200 & b PAETRRILITE LB, Fi4aey

W2 <y, wy < A4 FEACIERFIEA, 20 A
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constrOptim(
theta = rep(3, 25), # i H
f=+"fn, # BRAREXK
method = "Nelder-Mead", # W HARMEM &, N LA Nelder-Mead 7 %
ui = rbind(diag(rep(1, 25)), diag(rep(-1, 25))),
ci = c(rep(2, 25), rep(-4, 25))

#> Spar

#> [1] 2.006142 2.002260 2.003971 2.003967 2.004143 2.004255 2.001178 2.002990
#> [9] 2.003883 2.006029 2.017345 2.009236 2.000949 2.007793 2.025831 2.007896
#> [17] 2.004514 2.004381 2.008771 2.015695 2.005803 2.009127 2.017988 2.257782
#> [25] 3.999846

#>

#> Svalue

#> [1] 378.4208

#>

#> $counts

#> function gradient

#> 12048 NA

#>

#> $convergence

#> [1] 1

#>

#> Smessage

#> NULL

#>

#> Souter.iterations

#> [1] 25

#>

#> S$barrier.value

#> [1] -0.003278963

B FERH convergence = 1 FIRIEMRUEEIBBINIRIR maxit = 500 « ZH KL niminb () HIKNE
SR, AIHIARCA W WERBCA TRIHEIE, WL Nelder-Mead J53&, R INERELE] 1000,

constrOptim(
theta = rep(3, 25), # WH{E
f=fn, # HAFEK
method = "Nelder-Mead",
control = list(maxit = 1000),
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ui = rbind(diag(rep(1, 25)), diag(rep(-1, 25))),
ci = c(rep(2, 25), rep(-4, 25))

#> Spar
#> [1] 2.000081 2.000142 2.001919 2.000584 2.000007 2.000003 2.001097 2.001600

(:::) #> [9] 2.000207 2.000042 2.000250 2.000295 2.000580 2.002165 2.000453 2.000932

#> [17] 2.000456 2.000363 2.000418 2.000474 2.009483 2.001156 2.003173 2.241046
#> [25] 3.990754

#> Svalue

#> [1] 370.8601

#> $counts
#> function gradient

#> 18036 NA

#> $convergence

#> [1] 1

#> Smessage

#> NULL

#> Souter.iterations

#> [1] 19

#> Sbarrier.value

#> [1] -0.003366467

SURAYGE, HARREUEM 378.4208 jgi/al 370.8601, Hif2 B sk, Wi Nelder-Mead J7iA7EX
A N SR RS . R IS R R TR BEGS LRk, X ARSI R H AR AL
AR

#MNn fEHE, M n fFHE
gr <- function(x) {

n <- length(x)

c(2 x (x[1] - 2), rep(0, n - 1))

+8 x c(0, x[-1] - x[-n]"2)

-16 * c(x[-n], 0) * c(x[-1] - x[-n]"2, 0)
}

constrOptim(
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1N
theta = rep(3, 25), # WH{E
A f=fn, ¢ BREK
> grad = gr,
/ method = "BFGS",
\\ control = list(maxit = 1000),
(:::) ui = rbind(diag(rep(l, 25)), diag(rep(-1, 25))),
ci = c(rep(2, 25), rep(-4, 25))

)

#> $par

#> [1] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
#> [9] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
#> [17] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000001
#> [25] 3.000000

#>

#> Svalue

#> [1] 373

#>

#> Scounts

#> function gradient

#> 4002 486

#>

#> Sconvergence

# [1] 0

#>

#> Smessage

#> NULL

#>

#> Souter.iterations

#> [1] 3

#>

#> S$barrier.value

#> [1] -0.003327104

MEERNE, BEIRE LIS, (AAH LT Nelder-Mead 5%, HARREUMEAE KT, W] ILEBAA SRS E .

23.4.4.3 optim()

T R R AY optim () ALY L-BFGS-B SYER MR AL )

optim(
par = rep(3, 25), fn = fn, gr = NULL, method = "L-BFGS-B",
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lower = rep(2, 25), upper = rep(4, 25)
]IL)

IS

#> Spar

/ #> [1] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000

\\#> [9] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000

(:::) #> [17] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.109093

#> [25] 4.000000

#>

#> $value

#> [1] 368.1059

#>

#> $counts

#> function gradient

#> 6 6

#>

#> $convergence

#> [1] ©

#>

#> Smessage

#> [1] "CONVERGENCE: REL_REDUCTION_OF_F <= FACTR*EPSMCH"

KIERHMBEE nminb () WEEREAZ T .

optim(
par = rep(3, 25), fn = fn, gr = gr, method = "L-BFGS-B",
lower = rep(2, 25), upper = rep(4, 25)

#> $par

#> [1] 2 222222222222222222222223
#>

#> Svalue

#> [1] 373

#>

#> $counts

#> function gradient
#> 2 2
#>

#> $convergence

#> [1] ©

#>
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#> Smessage

#> [1] "CONVERGENCE: NORM OF PROJECTED GRADIENT <= PGTOL"

SRINT, MAERR KL optim() HLERHLER RS BRI, SOk H AR s AR R SR B D 1, SRABd 4
T ERERERMAEZET, RIUERITEREL constroptim() Fi{H method = "BFGS" kA —
2.

23.4.4.4 ROI g

TiEd ROT 0, 235l ioKA#4S nloptr.bfgs I nloptr.directl , AHLHTHE AR AR HAL
fif, 5 AT ASRIG S nininb () BRE—EH4ER

op <- OP(
objective = F_objective(fn, n = 25L, G = gr),
bounds = V_bound(ld = 2, ud = 4, nobj = 25L)
)
nlp <- ROI_solve(op, solver = "nloptr.lbfgs", start = rep(3, 25))

# BB HE
nlp$objval

#> [1] 373

# AR

nlp$solution

#> [11 2222222222222222222222223
TR AL IRIA

nlp <- ROI_solve(op, solver = "nloptr.directL")
# BATEAKE
nlpSobjval

#> [1] 368.1061

# I

nlps$solution

#> [1] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
#> [9] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000
#> [17] 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.109093
#> [25] 4.000000
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23.4.5 Zuc&kMZkmit
0T
’}%@ﬁ?%ﬁﬁ%ﬁ%%ﬁ%%ﬁ%%ﬁ@,%RR%%@%&wmvwﬁM)%*%,TE%%%%Eﬁ
ﬂF\'B/ TSRS, X R PEL R B ORI R
\

T
© 0
. 1
min — |H x-+—§a: €T
0
T
-4 2 0 -8
s.t. -3 1 =2 x>
0 0 1 0

fQP <- function(x) {
-sum(c(0, 5, 0) * x) + 0.5 * sum(x * X)
}
Amat <- matrix(c(-4, -3, 0, 2, 1, 0, 0, -2, 1),
ncol = 3, nrow = 3, byrow = FALSE
)
bvec <- c(-8, 2, 0)
# E bR o B
gQP <- function(x) {
-c(0, 5, 0) + x
}
constrOptim(
theta = c(2, -1, -1),
f = fQP, g = gQP,

ui = t(Amat), ci = bvec

#> Spar

#> [1] 0.4761908 1.0476188 2.0952376
#>

#> $value

#> [1] -2.380952

#>

#> $counts

#> function gradient
#> 406 81
#>

#> S$convergence

#> [1] ©
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#> Smessage

#> NULL

#> Souter.iterations

#> [1] 3

#> Sbarrier.value

#> [1] -0.0006243894

e b=, LRI AR AL AR B — MR i o0, ROT G sCipfatl, etk 3k, HERIREZ
MLy, B, T4 HIEA ROT K ROk s R,
Dmat <- diag(rep(1,3))
dvec <- c(0, 5, 0)
op <- OP(
objective = Q_objective(Q = Dmat, L = -dvec),
constraints = L_constraint(L = t(Amat), dir = rep(">=", 3), rhs = bvec),
maximum = FALSE

)
nlp <- ROI_solve(op, solver = "nloptr.slsqgp", start = c(0, 1, 2))

# A

nlp$solution

#> [1] 0.4761905 1.0476190 2.0952381
# H AR AUE

nlpSobjval

#> [1] -2.380952

] L AR5 PR AL constroptim() J&— 2L,

23.4.6 ZoclEgMZ kit

nloptr LML AL AE ) B s TR AL B Octave Al Ipopt . i@id it ROILplugin.nloptr,
ROI W r] LAY nloptr (BRI FIAKME:, % BRARRIL R Rp MU RA (Rafie e 4
Ftitkss), SCRARGIERE (FGLRARENE), R ZH O AR B p I . FRIEM AU
R T LR B L A7 T I A5 R A e 1 B


https://www.octave.org/
https://github.com/coin-or/Ipopt
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* 23.3: WM ARLE ALK ds

BN S KM AR BpE RE MK
nloptr.lbfgs B 4550 =281 RES  REE
nloptr.slsqp  Jaip JFE&ME HFE  AFE FE
nloptr.auglag A5 M BE  ARE HE
nloptr.directL 4J5 #f NEF  REFE NEE
nloptr.isres 4R BN ATE OLETE O OREE

23.4.6.1 AR

THEXARBIRE Octave FAFHARLIEMALH BISCRY, Octave HEREEL sap O P51 ALK
fftd (successive quadratic programming solver) SKFARLIEMACITR, RO AR 05 21k
S AT

5
. L3, 3 2
min  exp (gxl) — §(LE1 +a5+1)
£F,4t- 100
s.t. Tox3 — Dxgxs =0
¥+ri+1=0

HARREURAREMER, f 5 MR, R ARERIER), A 3 DEFa(ZR. SEFahiT i A r ek £
BRI, S QA T EEAE R

# BB
fn <= function(x) {
exp(prod(x)) - 0.5 * (x[1]"3 + x[2]"3 + 1)72
}
# B R & B R
gr <- function(x) {
c(
exp(prod(x)) * prod(x[-1]) - 3 * (x[1]7"3 + x[2]73 + 1) x x[1]"2,
exp(prod(x)) * prod(x[-2]) - 3 * (x[1]"3 + x[2]"3 + 1) x x[2]"2,
exp(prod(x)) * prod(x[-3]),
exp(prod(x)) * prod(x[-4]),
exp(prod(x)) * prod(x[-5])

}
# ERXAR

heq <- function(x) {


https://octave.org/doc/v8.2.0/Nonlinear-Programming.html

23.4 A KK

c(
sum(x”2) - 10,

x[2] * x[3] - 5 * x[4] * x[5],

x[1]A3 + x[2]*3 + 1

}
# R AR T AR T

heq.jac <- function(x) {

matrix(c(2 * x[1], 2 * x[2], 2 % x[3], 2 * x[4], 2 % x[5],

O) X[3:|a X[2:|, -5 x X[5]7 -5 x X[4:|)
3 % x[1]42, 3 % x[2]72, 0, 0, 0),

ncol = 5, byrow = TRUE

15 OP () PRACHLE L H AR EAL B2 BT -

# & X H AR
op <- OP(

#5 MREKTE

objective = F_objective(F

constraints = F_constraint(

F = list(heq = heq),
dir = Il::|l’
rhs = 0,

# 9 3 4 R B HE T bR [

fn, n = 5L, G = gr),

J = list(heqg.jac = heq.jac)

)

bounds = V_bound(ld = -Inf, ud = Inf, nobj = 5L),

maximum = FALSE # 3R/

op

#> ROI Optimization Problem:

#>

#> Minimize a nonlinear objective function of length 5 with

#> - 5 continuous objective variables,

#>
#> subject to

#> - 1 constraint of type nonlinear.

#> - 5 lower and O upper non-standard variable bounds.

367
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P SQP (P4 — ik Afifl) SKAgS nloptr.sisap .

nlp <- ROI_solve(op,
solver = "nloptr.slsqgp",

start = c¢(-1.8, 1.7, 1.9, -0.8, -0.8)

E

n1p$solut1on
#> [1] -1.7171435 1.5957096 1.8272458 -0.7636431 -0.7636431

# BATEHKE
nlpS$objval

#> [1] 0.05394985

THELERAFN Octave fYRBI—EL.

23.4.6.2 ZpIEZMEZk

o AR LH
o ELRMAFRLN, AERAREEGES
o AHALH

HALA ) R JE T Ipopt ‘B M BYFS BN SRS, Z9mact A s . SRBEMIBILGRIE N 0 = (1,5,5,1), &il
itk =, = (1.00000000, 4.74299963, 3.82114998, 1.37940829) . ik @iy B4R P20 T -

min  xyx4(x1 + T2 + x3) + 23
x

45+ xi+ai=40
s.t. T1X2X3T4 > 25

1 S T1,T2,T3,Ty S )

N ROI i nloptr f3RfE, BERRZEMB T2, nloptr AR LHR H SRS AR E
%5
# 4 BHERER
fn <- function(x) {
x[1] * x[4] * (x[1] + x[2] + x[3]) + x[3]
}
# B AT SR
gr <- function(x) {
c(
x[4] = (2 = x[1] + x[2] + x[3]), x[1] * x[4],
x[1] * x[4] + 1, x[1] = (x[1] + x[2] + x[3])


https://coin-or.github.io/Ipopt/INTERFACES.html

23.4 A LMK

}
# FRYR
heq <- function(x) {
sum(x”"2)
}
# AR BT I
heq.jac <- function(x) {
2 x c(x[1], x[2], x[3], x[4])
}
# RNERNEK
hin <- function(x) {
prod(x)
}
# N E R AR
hin.jac <- function(x) {
c(prod(x[-1]), prod(x[-2]), prod(x[-3]), prod(x[-4]))
}
# € XCH AR AL
op <- 0OP(
objective = F_objective(F = fn, n = 4L, G = gr), # 4 NprET &
constraints = F_constraint(
F = list(heq = heq, hin = hin),
dir = c("==", ">="),
rhs = c(40, 25),
# G A R AT
J = list(heqg.jac = heq.jac, hin.jac = hin.jac)
)
bounds = V_bound(ld = 1, ud = 5, nobj

4L),
maximum = FALSE # K& /)
)

VERR S, et A AR R BRI AR (B AN S D (E

# BB BMHE
fn(c(l, 5, 5, 1))

#> [1] 16

# EARE BRI

fn(c(1.00000000, 4.74299963, 3.82114998, 1.37940829))

#> [1] 17.01402

369
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SR AR AR L b 2 )

’fi!:': o SR nloptr.mma / nloptr.cobyla SUCRFARMEAZERLAN, A SRS LAH .
/
\

o PREL nlminb () HZFFEFLZH.
Ht, P45 nloptr.auglag. nloptr.slsqp Fl nloptr.isres JsRME R4k a0,

nlp <- ROI_solve(op, solver = "nloptr.auglag", start = c(1, 5, 5, 1))
nlp$solution

#> [1] 1.000000 4.743174 3.820922 1.379440
nlpS$objval
#> [1] 17.01402

nlp <- ROI_solve(op, solver = "nloptr.slsqgp", start = c(1, 5, 5, 1))
nlps$solution

#> [1] 1.000000 4.742996 3.821155 1.379408
nlpSobjval
#> [1] 17.01402

nlp <- ROI_solve(op, solver = "nloptr.isres", start = c(1, 5, 5, 1))

nlp$solution

#> [1] 1.045633 4.972600 3.483745 1.429556
nlpSobjval

#> [1] 17.68722

ATDAF i, nloptr HRUEYOLALAE S P ATE R Tpopt RAREE, MBAERMIONE SR, H2
nloptr.slsqp Kf#eE, XZ Octave [FEFE.

23.5 Egii1e

BT A RS, RIRITER, OC5 B TJLRH LA E -

L H bR MR A e, A BUEAR B R B R AL .

2. HARBREMAR NG, AARBUES 0 50 1 19 0-1 BALfL.

3. AR AR LN, W AS R A BALR IR & B Al .
4. HARREONN IR RN, A R R R A R R
5. HARRRECRI AR AR AR, W00 A2 R B R A B BRI .


https://github.com/coin-or/Ipopt
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23.5.1 4Bk
Vd :

r>
min — 2z — x5 — 4x3 — 3x4 — T5
/ x
\ 209 + x3 + 4wy + 225 < b4
@ 3r1 +4xy + 513 — 14 — 5 < 62

s.t. 21,25 € [0,100] x5 € [3,100)
24 €[0,100] x5 € [2,100]
2 €L, i=1,2,- 5.

RAEAT glpk ib ] DUKAE— SR R

op <- OP(
objective = L_objective(c(-2, -1, -4, -3, -1)),
types = rep("I", 5),
constraints = L_constraint(
L = matrix(c(
0, 2, 1, 4, 2,
3, 4, 5, -1, -1
), ncol = 5, byrow = TRUE),

dj'r- = C(ll(ll, ||<|l)’

rhs c(54, 62)
)
# U4 R
bounds = V_bound(
1i = 1:5, ui = 1:5,
b = c(0, 0, 3, 0, 2), ub = rep(100, 5), nobj =5
)
maximum = FALSE

)
op

#> ROI Optimization Problem:

#>

#> Minimize a linear objective function of length 5 with
#> - 5 integer objective variables,

#>

#> subject to

#> - 2 constraints of type linear.

#> - 2 lower and 5 upper non-standard variable bounds.

# K



I
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res <- ROI_solve(op, solver = "glpk")

LTy mthe

77> res$solution

/4> [1]1 15 0 611 2
A\

©

# H AR & E

res$objval

#> [1] -89

LA, SRACARAE (15,0,6,11,2) ARHRET, HARREE N -89 .

HE: At (19,0,4,10,5) , HAFBEEEE A -89 , (HR2 glpk KRAABEL

23.5.2  0-1 EH kit

HARBRECZENER, RS RMBER 402 0 2402 1. $RIRMEE T2 0-1 BAULL i, A n
MATFERGEN n BALSS , A AGER TS , IR i — A NSER, B AR TE iias AT 55
prisdes (W), 28/) AR 2ORBH—DIr%E, ARG Z @y ——X IR AR, RS R

.

B @ DASEIER § LSRN diy  BEHESS ¢ DASERCE j WULSI, 8k 2 =1, B0,
EH 2y =0, FEIRFEEEAR T

2.0 diwi

i=1 j=1
Shamy=1, j=1,2,...,n

s.t. Sy =1, i=12...,n
zi; =0 3 1

$KIRNAIAE pSolve £ (Berkelaar % 2023) fif TARAFHOESE:, HBHRAEIEIARE, BIWTH R R Atk
I

# LREE D
D <- matrix(c(

2, 7, 7, 2,

7, 7, 3, 2,

7, 2, 8, 10,

1, 9, 8, 2
), nrow = 4, ncol = 4, byrow = F)
# fu# 1pSolve 4
library(1lpSolve)
# YA A 3 UK JE] R K A 2R



23.5 HHARAC

sol <- T1lp.assign(D)
# AR
solSsolution

#> [,11 [,2] [,3]1 [,4]
#> [1,] 0 0 1

O M =

0
#> [2,] 0
#> [3,] 0

1

0 1 0

1 0 0
#> [4,] 0 0 0
solSobjval

#> [1] 8

373

A DA AL R B D IR IR T RIS 1| ARG 4 WUES, 5 2 DA 3 WiUTES, 4 3 PATEM

82 WLSS, 4 DASERCE 1 WL, EAES N 8.

23.5.3 IREBBEEMIE

HARRBOERIER, — 7 DR A R A

max 3x; + Txy — 1223

5xq1 + Txo + 223 < 61

3r1 4+ 229 — 93 < 35

T, + 3r9 + 23 < 31

x1,L9 >0, mo,x3€Z, x3€[—10,10]

s.t.

MR
_ T
3
max 7 x
_712
5 7 2 61
s.t. 3 2 —9lxx< |35
1 3 1 31

1 AERIESH, 5 2. 3 VERZIH, 5 3 AVERIT . ERABIE 10 A1 10,
op <- OP(

objective = L_objective(c(3, 7, -12)),

types = C("C"’ "IH’ ||Il|)’

constraints = L_constraint(
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L = matrix(c(

3, 2, -9,
1, 3, 1
), ncol = 3, byrow = TRUE),
dir = c("<=", "g="_ =1y
rhs = c(61, 35, 31)
)
# AN 4R
bounds = V_bound/(
1i =3, ui = 3,
b = -10, ub = 10, nobj = 3
)
maximum = TRUE
)
op

#> ROI Optimization Problem:

#>

#> Maximize a linear objective function of length 3 with
#> - 1 continuous objective variable,

#> - 2 integer objective variables,

#>

#> subject to

#> - 3 constraints of type linear.

#> - 1 lower and 1 upper non-standard variable bound.

# KA

res <- ROI_solve(op, solver = "glpk")

# A

res$solution

#> [1] 0.3333333 8.0000000 -2.0000000

res$Sobjval

#> [1] 81

23.5.4 REBEB XLt

HARR S IR, — il AR AL R A

% 23 F. HAARA
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rr%cin x% + x% — 21T + 311 — 214

—X1 — Xy <= —2
T — Ty <=2

To <= 3.

T €EZ

TE RACARI BRI, X AR s A 2ok, AR IR A BBk i4k (Mixed Integer Quadratic Pro-
gramming, fijF MIQP).

# D

Dmat <- matrix(c(2, -1, -1, 2), nrow = 2, byrow = TRUE)
# d

dvec <- c(3, -2)

# A

Amat <- matrix(c(

-1, -1,
1, -1,
0, 1

), ncol = 2, byrow = TRUE)

# b

bvec <- c(-2, 2, 3)

# EAR L

op <- OP(
objective = Q_objective(Q = Dmat, L = dvec),
constraints = L_constraint(Amat, rep("<=", 3), bvec),
types = c("I", "C"),
maximum = FALSE # 3K /)

)

# & &R T 1R R A R A 2

ROI_applicable_solvers(op)

#> NULL

H AT, ROL IR ST GEAL BE MIQP (7. ECOSolveR ] DUKAEN —BrifEtife, &
TSR] AR, R, ST RIS AL P, %4 ECOSolveR 2 fit ecos 5K
fds, won. VA ecos SKRFEKAE.
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376 %23 F. MM
my
T3+ 13 — 2119 + 37y — 2wy <t
—T] — Ty <= —2
s.t. T — Tog <=2
Ty <= 3.
T €EZ

FIABIAER ¢, R E R e, SRR — A L,

min ¢
(t,x)
x'Dx+2d'x <t
s.t. Ax <b
xleZ
/\EF]7
2 1 3 1 L 2
D= T, d= . A=11 —1|, b=]2
—1 2 _
0 1 3

i, R DL SOCP, JEaanh

min t*
(t*,x)

||D1/22B +D_1/2d||2 S t*
s.t. Az < b
1 € Z

(MY URN

PR UL B bR e e R IESE T, T E2 ek, SRS Bonmin AT DASRAG A .

var x1 integer;

var x2;

minimize z: x172 + x222 - x1 * x2 + 3 * x1 - 2 * Xx2;
subject to A_limit: -x1 - x2 <= -2;

subject to B_limit: x1 - x2 <= 2;

subject to C_limit: x2 <= 3;

library(rAMPL)
# TE AMPL %3 B

env <- new(Environment, "/opt/AMPL/ampl.macos64")
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ampl <- new(AMPL, env)

# R A R R R
amplsSread("code/MIQP.mod")

# K 'E MIQP KA Z Bonmin
ampl$setOption("solver", "bonmin")
# KA A A

amplS$solve()

# A

ampl$getData("x1")
ampl$getData("x2")

# Hit® A

ampl$getData("z")

RAICAAE (0,2) Ab3RAT, HRILEH 0.

23.5.5 REBBAELMEIRE

7 RIGEHRKWE T CEPREAER R AT DR B &, FFkt X Bonmin Wi H % K fi#
R BEARL N MINLP (Mixed Integer Non-Linear Programming) [F#, $e# ka4 AMPL
5T Bonmin B, HEAE R IEZH 0 rAMPL. AMPL X HAT DA G 3 80 4T 40 1 FF 5K s .

o MK RS HiGHS,

o IREHFLMMALKAES che.

o REELEARLML K MERS Bonmin Al Couenne,
o AELMEMALKA#ER Ipopt.

2 AMPL HRIREAE R, H2% rAMPL 4, B0 Repp 0, FTARE—IF2%.

install.packages("Rcpp", type = "source")

# M AMPL B W &% rAMPL 4,

install.packages("https://ampl.com/d1l/API/rAMPL.tar.gz", repos = NULL,
INSTALL_opts = c("--no-multiarch", "--no-staged-install")

)

SRR R A R AR A A 1

min  1.5(z; — sin(z; — x2))? + 0.523 + x% — T1To — 271 + ToT3
xr

¢ T1,20 €ER x23€Z
s.t.
x1,T2 € [—20,20] z3 € [—10,10].

AMPL SRR :


https://github.com/coin-or/Bonmin/
https://github.com/ampl/rAMPL
https://ampl.com/ce/
https://github.com/ERGO-Code/HiGHS
https://github.com/coin-or/Cbc
https://github.com/coin-or/Bonmin
https://github.com/coin-or/Couenne
https://github.com/coin-or/Ipopt

\\\/\ 378 %23 % B
var X1;
]IL var X2;
77> var x3 integer;
s minimize z: 1.5 % (X1 - sin(X1 - X2))"2 + 0.5 * X2/2 + X372 - X1 * X2 - 2 * X1 + X2 % X3;
:x*EEL\subject to A_limit: -20 <= X1 <= 20;
@ subject to B_limit: -20 <= X2 <= 20;
subject to C_limit: -10 <= X3 <= 10;

BT ARAE R SCE code/MINLP.mod , FEIMNZE rAMPL 41, K f#Ees Bonmin SKAFZ AL &

library(rAMPL)

# TE AMPL %% B2

env <- new(Environment, "/opt/AMPL/ampl.macos64")
ampl <- new(AMPL, env)

# 40 HOR A AR R MR A SO
ampls$read("code/MINLP.mod")

# W EH MINLP K £ Bonmin
ampl$setOption("solver", "bonmin")
# KA R A

ampls$solve()

¢ B

amplSgetData("X1")
amplsgetData("X2")
ampl$getData("X3")

# BATE KA

amplé$getData("z")

QR AEH Bonmin KRR, LGB B URAE (2.892556,1.702552, —1) Ab3ikAS, AHL.HY H br k%L
-k —4.176012 . WNSRAEH K #ES Couenne , BRI AFREIHE MR G 3 BERL AL AL )8 2 R i A f
Couenne T Bonmin sRfRSE,

# 8 F couenne KAR#E
ampls$setOption("solver", "couenne™)
# SR JE] R

ampl$solve()

RIAE ©1 = 4.999633, 22 = 9.734148, 25 = —5 AT, M fU(E —10.96182 . "NIHRFPIA - LA
ABABReREL, Boik— N (e,

fun <- function(x) {
1.5 x (x[1] - sin(x[1] - x[2]))7"2 + 0.5 % x[2]"2 +
x[3]122 - x[1] * x[2] - 2 * x[1] + x[2] * x[3]
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# R B A AR
fun(x = c(2.892556, 1.702552, -1))

#> [1] -4.176012

# 2R
fun(x = c(4.999633, 9.734148, -5))

#> [1] -10.96182

23.6 R4k

s H

X RER I FERLACAL I, # AT AZIA ROT WHEZE Y o XD IR e, Har, & BT
FEX AR =T K s«

o NPT ERAVE RN, scs fRNREK AR, ECOSolveR fIAILA, "Bk Al DASKAR AT H44L,
S B HEDG AR ) ) VR A R AR AR

o WTRPERM, N 0-1 AL P FRIR AL, AHHET ROT R R—GE T )72\, IpSolve
4 AR TR TR R RO )8, 25 Y quadprog (1B, #h e W] nloptr
MRS, A RO A HiEER 2.

o XTI PR AR R AR AR SRR MO T, 5B r AMPL 443 B IR
K fEES Bonmin fil Couenne RA#.

o WTRARMARLMEIAL G, FHAAEN . SRR, KBRS RN, FET| AR LA
W, AR GA BB AER MR, BOR AT LAB BRIk

o X NRARIEEL, AT DKARAS ST, T T AR LA R, TR KRR R R, B A
PABRE AR, BEAGHIE, HZE K.

AR — A~ A B AN SR PR S5, L PR GETERURILAS 7 > ST A — LAk 1)
M. R IEF RS (Schwendinger Fl Borchers 2023) wt, W RAH FIFCAE TP .
FEHT R SR THRR EE B . MR H AR R B LA SRR DL, AT AN B4 1 R
g, MERPEAIAEL I, LR, B ERIEEILOL L, O ARIAR LIS . A R A BIE
TEER 2, BRI B nl DAMRYE B S5 LA B R Ge b7~ o ARFESTH 12 35 IR (A ) 2R 4120
(1, T2 R E R RUETA, BRIt 2, ik, B BRI YL T

AL RLE— A B EERDIAMER SIS, MR ARG R Z, AT Python #X
i) Pyomo (Hart, Watson, fll Woodruff 2011), Julia X JuMP (Dunning, Huchette, 1 Lubin 2017).,
HABEH A TR Lingo, Mosck, Gurobi 4, 1if AMPL —MKPEF4r, 4 20 AR R AR
st —Eg —WESIET, HIEH R, Python SF4mARiESHM.

FHHT Python A1 Julia 41X, R IEFHXIEREGHEM BB, BAERKWEKZSE, ROI
FLI) B R ) R A A B s IR S — 2 . AR R R A R e 2 R, BRI R Ak
N, AR AR 2R A 1, 5k 2/ 1pSolve., Rglpk A1 highs (Schwendinger £1 Schumacher
2023) 4, HHIFRIELMEMA T . XSRS, XN, R A A RS R A S


https://github.com/coin-or/Bonmin
https://github.com/coin-or/Couenne
https://github.com/Pyomo/pyomo
https://github.com/jump-dev/JuMP.jl
https://www.lindo.com/
https://www.mosek.com/
https://www.gurobi.com/
https://ampl.com/

m % 23 F. HAARA

Eﬁ%%% RO, W AT E. AR B REeA g, HR R TR TN
I

[ WEAE ARG, Joigs Python, £ Julia, H£ETIREN C++ F, #ALREMATE, &
\%W@ T RFSE B UL GE T B A I S BTV R 2 B R R 2, A e i) A
A RESE I TR B R EA AL

23.7 2]

L. SRABEAEACACRIE LA R AR L, M FHTEE . w] SRR 18] SRR 5] S 2 L i
IpSolve. Rglpk Al highs % R fi,

2. SEARAELAE AL MY R (AR, Hol A2t Repp w4761, W C4+ Fe, HA Rep-
pEnsmallen, RcppNumerical 5540, i8F 1) C++ FEFRALL S0, WTPATE C++ s H
A, e optim . it R A1 C++ IRAEE, — WG] A MERPKFFELX, Rk iEE
AL B R FUBCAT R . AR R R EISE AL AUBTFIMERE S T LU 5 DM ILEATHY C++
JE.

3. BN R, MR D RIR R, RO R AR R TR B R A
PRERECP YRR D (EHATHIAET 0, HEHKMAZ. A ROI WA A& LK ffas K
L2 A

4. SRIBATE 2 dEdRL TR AH AL 1)

min 100(zy — 27)* + (1 — 21)?

5. SRMEAIT n QEARAAERTR 2R AL 1.

min exp ( i % — 2exp(— i z7) ﬁ cos?(z;)
=1 =1

i=1

Hir, g.=15,m =3, x; € [-20,20],5 = 1,2,...,n . TiZHEDINEE n =2 F n = 4 W
Do (EJRRMAE 2, =0,i=1,2,...,n LIS, &IMUEH —1 )

6. SRAFATR AR LY AL L

min  exp(sin(50x1)) + sin(60 exp(z2)) + sin(70sin(z1))

2 2\sin(z2)
+ sin(sin(80z3)) — sin(10(xy + x5)) + %
ot { 21 — ((cos(w2))™ — 1) <0

—50 S T1,T2 S 50


https://github.com/coatless-rpkg/rcppensmallen
https://github.com/coatless-rpkg/rcppensmallen
https://github.com/yixuan/RcppNumerical
https://github.com/kthohr/optim
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HARBRECR A RS, HREIEBRNE 23.10 PR, (87R: ARBEIMRA K — BTk K.
> Lingo % th— MRl L (—46.14402, —0.8879601) , HARKA{HN —2.645518 , {UfftZ%.)
>

0.0 o3 ' X1

P 23.10: H Fr ek £ il i &

7. SRR AR R AL I A

min 27 sin(xs) + 23 cos(z1)
€T

1<3x1 —a2 <3
T+ X2 > 2

s.t. T1Ty = 2

sin(z1) cos(z2) < 0.6
x1, T2 € (=100, 100).
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library(ROI)
library(ROI.plugin.glpk)
library(ROI.plugin.nloptr)
library(ROI.plugin.scs)
library(ROI.plugin.quadprog)
library(lattice)

# B R OUREAR

custom_palette <- function(irr, ref, height, saturation = 0.9) {

hsv (
h = height, s = 1 - saturation * (1 - (1 - ref)”0.5),
v = drr
)
}

24.1 JdrrgmlE

RATT F & The Traveling Salesman Problem J&—NREA AL ML H &, TSP 41 (Hahsler I
Hornik 2007) 23R i 1) @) e fE TR AL . —fckh, IRATRT MIREQR & 3o B0 n AT Z [ EE B,
PARERE D FIRSAIRITZ IR, HITER di; Rk « B30T j Z IR, HXHHIeE di =0,
Hd,j=1,2- n . —PIRITEEAT {1,2,...,n} BIRERHES) 7 2R, n(i) FoRIEIRE T4+
PRAEIRTT @ Z JE kT o RATRY ) LR e — RS 7 A RA TR

Z dix(i)
=1

FAWATAGES], HRAEE K. ST F BB, o — MR IR .

382
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n n
min E E dijl‘ij

i=1 j=1

st. Y wy=1,j=12,...,n,
1=1

O M =

n
E I‘ijzl, 12172,...,’[’1,,
=1

Il’jZOOI'l

HNFEEEE 10 MRS T, 2 52 WAF ==K Atlanta, 2 fii&f Chicago., F}f Denver | ki1 Houston
AL Los Angeles. %% Miami, #1#) New York. [H4:1l] San Francisco. PHffE[& Seattle. FEEiH
F§IX Washington DC, 10 PNKHTR A AE 24.1 FiR. MIEHALI &, fJamBREAZIL, anfr i)k
TTER B AT Y AR B AT A7

45°N

40°N

v
Frencisco | Washington D¢

X
# 35°N -
N\
Los Amgeles
Atlanta
30°N
Houston
25°N - i -
120°W 110°W 100°W 90°W 80°W

2Z

P 24.1: 10 AT 211

fAy BRI, 3X 10 MK Z AT B DA BRI B AU, R W ERIBEAR UScitiesD EAILR X 10 4
PR Z A HZRBE S . UScitiesD j2—> dist AU, FIDATBREL as.matrix () K5 HEFLAL AR
FAL,

data(UScitiesD)

D <- as.matrix(UScitiesD)

library(TSP)

D_tsp <- as.TSP(D)

# RIS AL



I

0T
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/
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384 % 24 F. ILFA
tour_sol <- solve_TSP(x = D_tsp, method = "nearest_insertion", start = 5)
tour_sol

#> object of class 'TOUR'
#> result of method 'nearest_insertion' for 10 cities

#> tour length: 7373

WZ 10 MR ERFRAEN 7373 o PIRBE KR BENILRNE, BUORMBMEE R TRES A FrAlH
FBGE T2, WREER, R tr k.

#OIRAT A AR
tour_length(tour_sol)

#> [1] 7373

¢RI B &

as.integer (tour_sol)
#> [11 5 8 9 3 2 710 1 6 4

labels(D_tsp) [as.integer (tour_sol)]

#> [1] "LosAngeles" "SanFrancisco" '"Seattle" "Denver"
#> [5] "Chicago" "NewYork" "Washington.DC" "Atlanta"
#> [9] "Miami" "Houston"

SRIGERA L IIRAT TS, WA 24.2 P, KUGEL BT : 2L, IH4 . PORER. PR, Zm
Ff L A2y, X, AR, R, RO

24.2 Fvrdlaigel

VER— A PRERECREE , A B R KT KU/, 4R 2 BB IR 2R T, e AU A/ M 2L
Bo — A B E R AR B S AL A AR AN T

min  w ' Sw
w

st. Aw' <b

Mo, w A R, ARV G L, S R TR R Oy 2R, ik
PEPREPAEY, — AR EZAN 1, — R A Rk B U E. TEEET 12 R
KAV AT B 48 B A AL A

HEA quantmod LK. Ak, W hEh. H. HESC. SRR WUAR. eBay. AT&T.
Apple. Adobe I IBM 4§ 12 BRI DT BB . A4 2022-11-01 2 2022-12-01 39381y [R5 4
o, WA SRR R R . YR AR T DAE P — AR R, Wi R Jsh 2 ql, RIRENLAS R
Jrd, AIAETERE
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r>

N

O

24.2 LKA FE

45°N

40°N -

Francisco

b

#P 35°N 4
Y

30°N ~

25°N

T T T
120°W 110°W 100°W 90°W
2E

Bl 24.2: 10 ST 2 P

# 12 SCBFE H s X

tech_stock_return <- readRDS(file = "data/tech_stock_return.rds'")

DD

<- 100 * tech_stock_return

# Il F

r <- mean(DD)

r

#>

[1] 0.3476413

R
foo <- Q_objective(Q = cov(DD), L = rep(0®, ncol(DD)))
# R A K

full_invest <- L_constraint(rep(l, ncol(DD)), "==", 1)
# B4R
target_return <- L_constraint(apply(DD, 2, mean), "==", r)

# B AR AL

op
op
#>
#>

<- OP(objective = foo, constraints = rbind(full_invest, target_return))

ROI Optimization Problem:

Minimize a quadratic objective function of length 12 with

- 12 continuous objective variables,

T
80°W

385
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#> subject to
#> - 2 constraints of type linear.

#> - 0 lower and 0 upper non-standard variable bounds.

\ﬂ‘?%%% nloptr.slsqp 75 ZAPIMEM G LRMBREE, MKEEY quadprog ATRELWIE. F1HE i H

quadprog ARFLA AL .

library(ROI.plugin.quadprog)

sol <- ROI_solve(op, solver = "quadprog")
# R RTAE

w <- sols$solution

# RE 4 LK

round(w, 4)

#> [1] 0.0000 0.0000 0.0000 0.0000 0.3358 0.0000 0.0000 0.0000 0.3740 0.0000
#> [11] 0.0000 0.2902

# BEFREHE: BEAR

sqrt(t(w) %*% cov(DD) %*% w)

#> [,1]
#> [1,] 0.9860861

SRIGHDRA BT AR 3. ATET M IBM, #5E Bl 52 33.58% . 37.40% #1 29.02% . PAL
12 SRR TR AT, e R B AR R R M, It mAIEk 3 32

545 7 T 1 3 1 DRSS A/ N 2L DA TP AT R PR o — A T 7 U AR A E T 3R A5 T
[ i KA o BISRAFATR LA AL ) -

w

max w'fL
st. Aw<b
>

w Xw <o

Horp, HARRECT o Tl 0T IR AR BT R, AREMET o FoRBERETAEZ
BB XU, HAM AT S0 & EHT. FEA NS AR o F, SREUREKRI AL A . et 2t DA iR
B Q_constraint() RF/R, XL —IRARTVBESGHE—E, Er:

# Nl BE
sigma <- sqrt(t(w) %x% cov(DD) %x% w)

sigma

#> [,1]
#> [1,] 0.9860861
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# 12 fravse o MM
zero_mat <- diag(x = rep(0, ncol(DD)))
# A B A
foo <- Q_objective(Q = zero_mat, L = colMeans(DD))
#ORMR KA K
maxret_constr <- Q_constraint(

Q list(cov(DD), NULL),

L rbind(

rep(0, ncol(DD)),

rep(l, ncol(DD))
)
dir = c("<=", "=="), rhs = c(1/2 * sigma’2, 1)
)
# E AR AL
op <- OP(objective = foo, constraints = maxret_constr, maximum = TRUE)

op

#> ROI Optimization Problem:

#>

#> Maximize a quadratic objective function of length 12 with
#> - 12 continuous objective variables,

#>

#> subject to

#> - 2 constraints of type quadratic.

#> - 0 lower and 0 upper non-standard variable bounds.
BRI ROI_applicable_solvers () H ALK ISR, 25 W] SRR AR Pr R SR A
ROI_applicable_solvers(op)

#> [1] "nloptr.cobyla" "nloptr.mma" "nloptr.auglag" "nloptr.isres"
#> [5] "nloptr.slsgp"

quadprog KA AN RER ML, 22B0RMEE nloptr.slsap , 12 ZREFREEFRE, WA, HREMY]
TREABEE R 5 -
# SRR AL e AR

nlp <- ROI_solve(op, solver = "nloptr.slsqp", start = rep(1/12, 12))
# WA A

w <- nlpS$solution

# R 4 LK

round(w, 4)

#> [1] 0.0000 0.0000 0.0000 0.0000 0.3358 0.0000 0.0000 0.0000 0.3740 0.0000
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#> [11] 0.0000 0.2902

T s BRI

w %*% colMeans(DD)

/
\#> [,1]

(::> #> [1,] 0.3476413

g R, RRAGRFE . AT&T fl IBM, #EEHEI4-E 33.58% .

% 24

==

=,

A7) A

37.40% #11 29.02% .

AR, 2 4 P LR A, ELAI 0 e e M 4 R 45 22458, 7 DA 4K F_constraing )
SFFT, KEIMAN, AFEEES () SR r s E . B8 F_constraint() %

IR ANT , SRIBEERZ R

#x E—ANRTINEGI HE

# FALK

# MEZIMA 1 AR

heq <- function(x) {
sum(x)

}

# A YRR T L

heq.jac <- function(x) {
rep(1, length(x))

}

# FERAK

# W R 4R

hin <- function(x){
1/2 * t(x) %*% cov(DD) %x*% x

}

# S R A R A T I

hin.jac <- function(x){

cov(DD) %*% x

}
# H AR AL
op <- OP(

objective = L_objective(L = colMeans(DD)), # 12 NEMTE

constraints = F_constraint(
# FAMAFRXY K
F = list(heq = heq, hin = hin),
dir = c("==", "<="),
rhs = c(1, 1/2 * sigma”2),
# FRAER LR

J = list(heq.jac = heq.jac, hin.jac

= hin.jac)
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)

# BT EHRETE

bounds = V_bound(ld = 0, ud = 1, nobj = 12L),
maximum = TRUE # % A [H R}

#> ROI Optimization Problem:

#> Maximize a linear objective function of length 12 with
#> - 12 continuous objective variables,

#>

#> subject to

#> - 2 constraints of type nonlinear.

#> - 0 lower and 12 upper non-standard variable bounds.

# SRR P R

nlp <- ROI_solve(op, solver = "nloptr.slsqp", start = rep(1/12, 12))
# AR

w <- nlpS$solution

round(w, 4)

#> [1] 0.0000 0.0000 0.0000 0.0000 0.3358 0.0000 0.0000 0.0000 0.3740 0.0000
#> [11] 0.0000 0.2902

# R A TR

w %*% colMeans(DD)

#> [)l]
#> [1,] 0.3476413

24.3 =AM

e AR A Z A

y(z) = DB + S(x)

389

Her, B R—A px 148k, FEPLERE S(x) BIENE, hrZh Ve BT Ramlind R, thir 20

W Vo BIJLERUNT :

Cov{S(w:), S(z;)} = o exp(—|lzi — =] /¢)
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ﬁ¢ 0 = (0% ¢) Fm Gy LEEMEM LN SE, IR S@) H—A LT RM L TTIESS
_\%ﬁ? MVN(0,Ve) , W y(z) RN ZICIERS MVN(DB, Ve) . 5 8 egr”xﬂm_;mmm
775 B0) = (DTVy'D) D TV ty | ETBEL 0 RYTITE XA AR R T :

jﬂﬂ 1 1
\ kgﬁw):—gbg%w—§mgmm%)—§ng%I—DuTW;U»*DT%*m

THFEE—kRE MASS fESEHR topo. topo FHERWIKH John C. Davis (1973 4F) FrEH)
45 (Statistics and Data Analysis in Geology). 53, J. J. Warnes 1 B. D. Ripley (1987 4F) PAiZ%X
P R4 2 1) S AR P Ty 22 R B RUA AT AR R (Warnes I Ripley 1987), F45 5
VERNEREE topo HE MASS B . Paulo J. Ribeiro Jr fil Peter J. Diggle (2001 4F) ¥R aET
N E E X geodata FifERAL, JAE geoR W H, HAEMMEER T (Model-based Geostatistics)
PRI, topo B [AIMIEEIRLE, WSH 52 11 3 4, FiE s g 310 I KL N iR
Bl x ABFREgE AL 50 SR, y AAARIEAZIE] x ARAR, AR z AR

library (MASS)
data(topo)
str(topo)

#> 'data.frame': 52 obs. of 3 variables:

#> $ x: num 0.3 1.4 2.4 3.6 5.7 1.6 2.9 3.4 3.4 4.8 ...
#> $ y: num 6.1 6.2 6.1 6.2 6.2 5.2 5.1 5.3 5.7 5.6 ...
#> $ z: int 870 793 755 690 800 800 730 728 710 780 ...

T topo flidE, D =1 22— 52x 1 FmaE, B = 8 =& MR, &ESHHIE (0, ¢) = (65,2)
- AT 5 Ripley Mg SC R RS, TP TN EUA R £, R 1ES S BlR ek in
T

log_lik <= function(x) {

n <- nrow(topo)

D <- t(t(rep(1, n)))

Sigma <- x[1]"2 * exp(-as.matrix(dist(topo[, c("x", "y")1)) / x[2])

inv_Sigma <- solve(Sigma)

P <- diag(l, n) - D %*% solve(t(D) %x% solve(Sigma, D), t(D)) %*% inv_Sigma

as.vector(-1 / 2 x log(det(Sigma)) - 1 / 2 x t(topo[, "z"]) %*% inv_Sigma %x% P %*x% topo[, "z"])
}
log_Tlik(x = c(65, 2))

#> [1] -207.1364

KTSE IR AR, WORTTRRE T, NHEEM R BN ER nininb (Ufbds. L3, XARIER
PIGME, WCSHEBIARIACE, B AR EE AR ik
op <- 0OP(

objective = F_objective(log_1lik, n = 2L),
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bounds = V_bound(lb = c(55, 5), ub = c(75, 8)),
maximum = TRUE

)
nlp <- ROI_solve(op, solver = "nlminb", start = c(65, 2))
nlp$solution

#> [1]1 65 5

nlp$objval

#> [1] -197.4197

MR E SRR M, W SR i, HEanwIfE (65,7) , (70,7.5) .

nlp <- ROI_solve(op, solver = "nlminb", start = c(65, 7))
nlp$solution

#> [1] 65 7
nlpsobjval
#> [1] -196.9407

nlp <- ROI_solve(op, solver = "nlminb", start = c(70, 7.5))

nlps$solution
#> [1] 70.0 7.5
nlpSobjval

#> [1] -196.8441

ZIHEK A nloptr WHERILAKRMED nloptr.directl , KA/IVNYYTEIBEIE 2 T

BT o

nlp <- ROI_solve(op, solver = "nloptr.directL")
nlps$solution

#> [1] 63.934432 6.121382

nlp$objval

#> [1] -196.8158

H AR kg1l THEAMS SRR RIURBEEE, SRS 2 IR R B & 5

dat <- expand.grid(
sigma = seq(from = 55, to = 75, length.out = 41),
phi = seq(from = 5, to = 8, length.out = 31)

)

dat$fn <- apply(dat, 1, log_1lik)

391

SR
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UABREK TSR (0, ¢) =HEM T ILE 24.3 .

=
©

log - lik (o, ¢)
. .

5.0 55 (0

F 24.3: XPEARIAR pR ER ) i T ]

FR A R B K BT RILE long flat ridge, 100 EARIVEZ RltoR(E, HE g EUE ik
KIFEHEHEAIT, DA RRIACRAES A T RERE R AT S 7 ] V2 ) o DL 94 B
BOR AR, ZRESH.

P EARRVZ RESUME, SEFIESCRRE 1R R AAT RURRECH I KB
WEis B AKERR, I AZ PO S s 07 lattice 122 (K53 TLvA R AN 22 577 B —
PR, LIEDEXTRY, SR, MARBHIE, WREEEIAFREER, XA SRR T
Wy AR R E, Xk B AR R LR AN S L —

YEREAE, TNHEJEH nlme 14 gls O REIAEIE, SEIRIDARMEITEER S 2 RK T
LR — 2. SHATEIR (0, ¢) = (63.93429,6.121352) , XHEUUSR R EE A -244.6006 , [ ZhifI{Lh
IRPREL Log_Lik () FERMLMALIIE R -196.8158, TN _EZ BIPIAIEEIN -52 / 2 * log(2 * pi) ,
W -244.6006 , #Z=ANE,

library(nlme)
fit_topo_ml <- gls(z ~ 1,
data = topo, method = "ML",

correlation = corExp(value = 65, form = ~ x + vy)
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)

8.0 24/

5.0 //j;;

I I I I
55 60 65 70

o

K 24.4: THEBLAR Bk BT 25 e 2R 1K

summary (fit_topo_ml)

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

Generalized least squares fit by maximum likelihood
Model: z ~ 1
Data: topo
AIC BIC loglLik
495.2012 501.055 -244.6006

Correlation Structure: Exponential spatial correlation
Formula: ~x + vy
Parameter estimate(s):
range

6.121352

Coefficients:

Value Std.Error t-value p-value
(Intercept) 863.708 45.49859 18.98318 0
Standardized residuals:

Min Q1 Med Q3 Max
-2.7169766 -1.1919732 -0.5272282 0.1453374 1.5061096

I
75

-197

-198

-199

-200

-201
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#>
#>

ﬂn

fi

)

Su

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

% 24 F. ARAFA

Residual standard error: 63.93429

Degrees of freedom: 52 total; 51 residual

%ﬁﬂ% BRI RURNGT, S RISEATEER S 2 M EGE, TSR R BB ZE T L. S5
o, ¢) = (128.8275,25.47324) .

t_topo_reml <- gls(z ~ 1,
data = topo, method = "REML",

correlation = corExp(value = 65, form = ~ x + vy)

mmary (fit_topo_reml)

Generalized least squares fit by REML
Model: z ~ 1
Data: topo
AIC BIC loglLik
485.1558 490.9513 -239.5779

Correlation Structure: Exponential spatial correlation
Formula: ~x + vy
Parameter estimate(s):
range

25.47324

Coefficients:
Value Std.Error t-value p-value

(Intercept) 877.8956 116.7163 7.521619 0]
Standardized residuals:
Min Q1 Med Q3 Max

-1.45850507 -0.70167923 -0.37178079 -0.03800119 0.63732032

Residual standard error: 128.8275

Degrees of freedom: 52 total; 51 residual

24.4 miRA

ARRIEAER (Finite Mixtures of Distributions) N AAEE 12, A9Z% BB {1 (Varadhan #
Gilbert 2009) [FSEIF M, PATRIIMIB G0 A0, NMHESEEIRKBEAETT . 20 BIS FE A
B, ESGER I E PT DAEE [FAH & SCHR (Hasselblad 1969). BB A3 G E eREL optim() TIRET R,
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AT PASRARR USRSty RE 2], o mT SR TR ER 2R SRR UAL I/, I8 T A WA (R K-
gz R AR

PIANIARA AT A—5E HLB p R A, DAMEES p IRATAFA 7M1 Poisson(Ar) , MIPAREE 1 — p IRAIARA M1
Poisson(\1) .

p x Poisson(A1) + (1 — p) x Poisson(\y)
TR G 7 BRI LR AL f (230, A, A2) IR :

L AL exp(=A)

AL exp(—A
flzip, A, A2) = p B — +(1-p) x A5 exp(=As)

x!
BENLZE & X IRISECH p WS H 731 X ~ Bernoulli(1,p) , FEHUVZEE Y IRAAMNREG 21, TE1H
SR AR EAL b, IR G A AR & X

v Poisson(\;), 4 X =1 i,
Poisson(\z), 4 X =0 H}.

XS EALLIR BRSNS -

T Zq

" A A
(P, A1, A0) = D _yilog (p x exp(=Xi) x L + (1= p) x exp(=Aa) x ~2)

i=0 v v

N 241 BEsk H 1947 4 Walter Schilling % FRAE JASA B—f L (Schilling 1947), E£: =4 #4E
TR PSR ER, BRER AN 80 & MDA WA T N filagit, K,
=R, AR R B 162 ), FET- 1 AME7R BB 267 K.

F 24.1: LT ANER Gt

BT-A¥ 0 1 2 3 4 5 6 7 8 9
BASIR 162 267 271 185 111 61 27 8 3 1

F IR FMATRE NIET RGN A FRY, P, 5IATARNE G210 R s e

# HUR & &

#p ER—NMKEX 3 HHE

#y AWM EAE M2

poissmix_loglik <- function(p, y) {
i <= 0:(length(y) - 1)
loglik <- y * log(p[1] * exp(-p[2]) * p[2]"i / exp(lgamma(i + 1)) +

(1 - p[1]) * exp(-p[3]1) * p[3]1"i / exp(lgamma(i + 1)))

sum(loglik)
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}

# lgamma(i + 1) R ZH 1 Wby 13

T s BHHTR
/ lo <- c(0, 0, 0)
\# BHH LR
hi <- c(1, Inf, Inf)

# FEALA i — 45 BT 6 E

pO <- runif(3, c(0.2, 1, 1), c(0.8, 5, 8))
# LR AR T ABM R A

y <- c(162, 267, 271, 185, 111, 61, 27, 8, 3, 1)

T BB AL BBoptim() KL SUARL AR LA L I

library(BB)
# BB

ans <- BBoptim(

par = p0, fn = poissmix_loglik,

lower = lo, upper = hi,

control = Tlist(maximize = TRUE)

)

#> iter: 0 f-value: -2009.532
#> dter: 10 f-value: -1990.855
#> dter: 20 f-value: -1990.289
#> dter: 30 f-value: -1990.03
#> iter: 40 f-value: -1989.957
#> dter: 50 f-value: -1989.946
#> dter: 60 f-value: -1989.957
#> dter: 70 f-value: -1989.946
#> dter: 80 f-value: -1989.946

#>  Successful convergence.
ans

#> $par

pgrad:

pgrad:
pgrad:

pgrad:

pgrad:
pgrad:
pgrad:
pgrad:
pgrad:

#> [1] 0.3598814 1.2560881 2.6633996

#>

#> $value

#> [1] -1989.946
#>

#> $gradient

#> [1] 0.000336513
#>

102.7898
2.21441
1.400906

1.302174

.031372

.2622073

.3786135

.003017249

w & o O =

.865352e-05

% 24

==

=,

AL 7]
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#> $fn.reduction
#> [1] -19.58614
#>

#> Siter

#> [1] 81

#> $feval
#> [1] 88

#> Sconvergence

#> [1] ©

#> Smessage

#> [1] "Successful convergence"

#>

#> S$cpar

#> method M

#> 2 50

numDeriv: :hessian TR MY IERIE, RIS SEATT RO ERE
¥ BEEE

hess <- numDeriv::hessian(x = ansS$par, func = poissmix_loglik, y = vy)
hess

#> [,l] [,2] [53]

#> [1,] -907.1124 270.22819 341.25528
#> [2,] 270.2282 -113.47887 -61.68177
#> [3,] 341.2553 -61.68177 -192.78294

# BRI E

se <- sqrt(diag(solve(-hess)))

se

#> [1] 0.1946828 0.3500304 0.2504758

multistart MARFEIRIGRIEE & TR REKME, LHR—RANEHR KA, @it Rk 2 iR .
# MALAE R 10 4 e

pO <- matrix(runif(30, c(0.2, 1, 1), c(0.8, 8, 8)),
nrow = 10, ncol = 3, byrow = TRUE)

ans <- multiStart(

par = p0@, fn = poissmix_loglik, action = "optimize",

y =y, lower = lo, upper = hi, quiet = TRUE,
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©

control = list(maximize = TRUE, trace = FALSE)
)
# 0 28 RO S E AR
pmat <- round(chind(ans$fvaluel[ans$conv], ansS$Spar[ans$conv, 1), 4)
dimnames (pmat) <- list(NULL, c("fvalue", "parameter 1",
"parameter 2", "parameter 3"))
# ERER-BHELRE

pmat[!duplicated(pmat), ]

#> fvalue parameter 1 parameter 2 parameter 3
#> [1,] -1989.946 0.6401 2.6634 1.2561
#> [2,] -1989.946 0.3599 1.2561 2.6634
#> [3,] -2001.382 0.6574 2.1437 2.1799
#> [4,] -1998.136 0.2645 2.5971 1.9922

24.5 PR

—JCRR KR AL A SRAR R A 0 o AEGETER M, T4 H 91 20000 A X TR A 17 Bk
R, AN o315 0 SE IR T SRR . NS SRARLE RS TN = 15 i S E P g R

RS ECN o MIRIESHCH o WA AHER % B BT f (25 0, 0) AR

1
f(r;a,0) = mfﬂail exp(—g), az0,0>0

Hop, T() 2o m g, MBHREN ao , 228 ac? o T 24.5 BRI HRHER
WA, BRSE A 5 M9, RIESEIS N 1, BN f(2;5,1) A f(2:9,1) o
%

E—ADR A MDA 21,20, .. 20, RTSE o Mo BRSREREATT :

L(a,0) =

H 2;)* exp( X xl)

O'O‘F o

W, X RALLAR R A5 T

la,0) = —n(alog(o) + logT'(« (a—1) ZIOg _ i1 Ti 1xz

XHELIR BRER T B o Tl o (9 SR T -

ol(a,0)
S —n(log( )+ (logT'(a ) —+ Zlog(xz
o, 0) na >

= —— ;:0
Oo 0'+ o2
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ZPJ = 0=5,0=1 we== q=9,0=1

0.20 A

0.15+

i
%g 0.10-

0.05

0.00

%mma
Bl 24.5: {550 A1 AR5 5 T BR K

REEE AT o = 5 2 v, RS ATl

1 & 1 &
log(a) — (logT(a)) = log E;xl —Eglog(xi)

set.seed(20232023)
X <- rgamma (1000, shape = 1.5, scale = 2)
# TR S B RE 5 B0 48 3t

c(mean(x)"2 /var(x), var(x)/mean(x))
#> [1] 1.636030 1.902239

# AR
# HE
cc <- log(mean(x)) - mean(log(x))
# i
fun <- function(alpha){
log(alpha) - digamma(alpha) - cc
}
# AR

uniroot(f = fun, interval = c(1, 3))

#> S$root
#> [1] 1.610272

20
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#>

$f.root
[1] 2.825244e-09

Siter
[1] 6

$init.dit
[1] NA

$estim.prec

[1] 6.103516e-05

RIFERSE AT o = 1.610272 , #ET, AISRESHRIMTT o = 1.932667 .

PR uniroot () HEEHEIHREM— MR, rootSolve iR FH4-Hii-#i#5 4% (Newton-Raphson ) HEH
—JCIEME R (41) MR, RrAliE&a 2 R EN

library(rootSolve)

#

FRUETE (4) BR

multiroot(f = fun, start = 1.2)

#>
#>
#>
#>
#>
#>
#>
#>
#>
#>
#>

$root

[1] 1.610272

$f.root
[1] 3.121097e-10

Siter
[1] 5

Sestim.precis

[1] 3.121097e-10

# WER—MHREXE WA AR

uniroot.all(f = fun, interval = c(1, 3))

#>

[1] 1.610339

24.6 2]

1 N REGEEE SN, MNAL &, Eil 50 MSMINMATE G, Sa R EIA2 . HRIRA T2 06 i fs
MATRE . Base R W& R £l datasets 11573 E 50 MMM RO R state. center &
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2. A FRIR AR EM BR324 Bl 4 50 S A B B S I e — 2 s
% WHE AT, WIEH DA R BKOF B ORHRLE faithful EERE, R EM ZEAhit 540
7 3. AKHUETHRE. BHL, BAI. BUA5. . WM. . 3600 5. B 10 SR LR
\ fi. AR 2021-12-01 % 2022-12-01 BEEEAGTIRAMN 5T 12 A BN IGEETR, AL A B s
RIS A, W EEALS, B PG 2%. IR AR gD Rl HK 25210
@ S IEARED A A TIFEL A R4 . AU quantmod 4 F#4A TN EDE, T
P2 Z R B AT -

quantmod: :getSymbols ("PDD", auto.assign = FALSE, src = "yahoo")

F 24.2: —BEHIEM A\ ) KREEATS

3] i FTEEE  EAR BE &R, Pz A PHEE
BEEE D 3690.HK  9988.HK  9618.HK 9888.HK 0700.HK PDD JD BABA
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